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ABSTRACT
Over the last few years, Cloud storage systems and so-called
NoSQL datastores have found widespread adoption. In con-
trast to traditional databases, these storage systems typi-
cally sacrifice consistency in favor of latency and availability
as mandated by the CAP theorem, so that they only guar-
antee eventual consistency. Existing approaches to bench-
mark these storage systems typically omit the consistency
dimension or did not investigate eventuality of consistency
guarantees. In this work we present a novel approach to
benchmark staleness in distributed datastores and use the
approach to evaluate Amazon’s Simple Storage Service (S3).
We report on our unexpected findings.

Categories and Subject Descriptors
H.3.4 [Information Systems]: Systems and Software—
Distributed systems, Amazon S3 ; D.2.8 [Software Engi-
neering]: Metrics—Performance Measures, Consistency

General Terms
Measurement, Performance, Experimentation

Keywords
Cloud Computing, Amazon S3, Eventual Consistency

1. INTRODUCTION
The Web with its continuously growing user and applica-

tion base is producing increasingly large amounts of data.
Cost-efficiency and elasticity of data storage consequently
have become a key requirement on storage solutions, giv-
ing rise to the development of NoSQL (Not Only SQL)
data stores in the Cloud. Offerings include simple key-value
stores such as Amazon S31 and Amazon SimpleDB2, and

1aws.amazon.com/s3
2aws.amazon.com/simpledb
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other schema-less offerings such as the Google App Engine
datastore3 and Apache Cassandra4. Common to these di-
verse offerings is the creation and management of multiple
geographically distributed replica of the data to be stored.
A behind-the-scenes replication architecture is fundamental
in ensuring high availability.

Cloud storage systems typically trade high availability
against strong data consistency, and take advantage of very
large numbers of commodity machines that fail frequently.
Hence, NoSQL Cloud storage systems often exhibit eventu-
ally consistent [20] behavior. That is, a client may observe
stale data for some time, and data consistency is only en-
sured eventually. Not all eventually consistent systems ex-
pose the same consistency characteristics, though. Tanen-
baum and Steen [18], for instance, report on different non-
strict classes of consistency guarantees that might be ful-
filled by storage systems. As developing applications on top
of an eventually consistent datastore requires a higher effort
compared to traditional databases (if it is possible at all),
as also pointed out by Wada et al. [21], any help in deter-
mining the actual consistency guarantees of a system is ad-
vantageous. Beyond the consistency classes, an immediate
question then is: how soon (how late, respectively) is ’even-
tual’ and is there actually a point in time where consistency
is reached? In this paper, we report on experimental find-
ings in the pursuit to answer this question. Knowing about
consistency properties of a system can also help with the
decision whether an application can use a particular datas-
tore [14].

In section 2, we start by describing different perspectives
on consistency. Next, in section 3 we provide an overview of
our considerations on how to answer the question as stated
above. Afterwards, in section 4 we experimentally validate
the feasibility of our approach before evaluating the consis-
tency behavior of Amazon S3 in section 5. After a brief
discussion of our results in section 6 we report on related
work before ending with a conclusion.

2. BACKGROUND
Literature, e.g., Tanenbaum and Steen [18], basically dis-

tinguishes two main classes of consistency: data-centric con-
sistency and client-centric consistency.

Data-centric consistency models focus on the internal state
of a storage system, i.e., consistency has been reached as
soon as all replica of a given data item are identical. These

3code.google.com/appengine
4cassandra.apache.org



models come in slightly different flavors, ranging from tradi-
tional strict consistency, which requires all replica of all data
items to be identical as well as all semantical relationships
between data items to be observed, to consistency guaran-
tees which can be found in systems like the Google File Sys-
tem [8], where replica are treated as consistent once every
copy includes every single update at least once.

On the other hand, there are client-centric consistency
models that do not care about the internal state of a storage
system. Instead they focus on the consistency guarantees
which can actually be observed by one or more clients, e.g.,
whether stale data is returned or not.

In consequence, when measuring how soon eventual con-
sistency is (that is, measuring the length of the inconsis-
tency window), there are again two different perspectives
on this. A Cloud storage provider or anyone with access to
the source code of a storage system (in the following just
provider) would rather focus on a data-centric perspective.
To a consumer, in contrast, it really does not matter whether
internally a Cloud storage system contains a huge number of
stale replica as long as the provider has implemented mech-
anisms to deal with those. As long as no stale data is ob-
served, the customer is satisfied.

3. APPROACH AND IMPLEMENTATION
Measuring the length of the inconsistency window is triv-

ial from a provider perspective: By adding detailed logging
or notification functionality to the storage system it is easily
possible to have the actual timestamps of each replica up-
date readily available. By calculating the difference between
the latest and the first timestamp it is, hence, possible to
get the desired result.

From a customer perspective, in contrast, who might only
have black-box access to the storage system (e.g., in case
of Cloud storage systems) or might not have the means or
knowledge to change the source code of a storage system,
it is more important to know how long it takes from issu-
ing an update to being able to still read the old version.
For eventually consistent storage systems, this is typically a
value expected to be greater than zero. This value can be
experimentally determined by the following steps:

1. Create a timestamp.

2. Write a version number to the storage system.

3. Continuously read until the old version number is no
longer returned, then create a new timestamp.

4. Calculate the difference between the write timestamp
and the second timestamp (time of the last read of the
previous version).

5. Repeat these steps to achieve statistical significance.

Depending on the latency of step 2, an alternative ap-
proach might create another timestamp between steps 2 and
3 and use the mean of those for the calculation in step 5 (in-
stead of the timestamp from step 1).

Please, note that it is necessary to use the last read of the
old version and not the first read of the new version as –
for systems where monotonic read consistency5 is violated
5Monotonic read consistency is defined as follows: After hav-
ing returned version n to a specific client the system guar-
antees to return only versions ≥ n [20]

– the timestamp of the last read of the old version may be
long after the timestamp of the first read of the new ver-
sion. Our system identifies the last read of a particular ver-
sion using an internal buffer: for every version each reader
remembers the last time it could read that version. Once
the buffer is full, the inconsistency window is calculated for
the oldest version only, before it is removed from the buffer.
For our experiments we have chosen combinations of buffer
size and write interval which guarantee that the highest ob-
served inconsistency window easily fits into the buffer, i.e.,
bufferSize∗writeInterval � maxInconsistencyWindow.
E.g. a peak inconsistency window of about 33s combined
with a configuration which enables us to capture values as
large as 100s.

Independent from our work, Wada et al. [21] propose a
very similar approach, already with interesting results. In
our opinion, their approach has a fundamental flaw, though:
only one reader is used in their experimental setup. By
using only one reader, especially when running in the same
datacenter as the writer or even worse running on the same
machine, it is improbable to actually discover staleness. This
is due to two facts:

1. A distributed storage system usually uses some kind
of load balancer. Depending on the intelligence of the
load balancer it is not unlikely that all requests from
the same IP range are forwarded to the same replica
or that there is even a caching layer in between. Ac-
curacy can be greatly increased by running additional
geographically distributed readers.

2. One reader can, depending on the latency L of the
storage system, only achieve a resolution of 1/L, i.e.,
send only 1/L requests per unit of time. Anything that
happens in between is unknown. This resolution of the
results can be almost linearly improved by adding more
reader instances.

For these reasons, we have implemented a system where
one writer periodically writes a local timestamp plus a ver-
sion number to the storage system. Next, there is a number
of readers (the actual number depends on the storage sys-
tem) which are geographically distributed. These reader in-
stances continuously poll the storage system and remember
for each version the latest point in time where they could still
read that specific version. After collecting this data from all
readers, we then consider the difference between the latest
read timestamp of version n and the write timestamp of
version n + 1. This is, because the client-observable incon-
sistency window is the period of time after submitting an
update where it is still possible to read the previous version.

Figure 1 shows an example which shall serve to better
explain how we derive our results. The data used is not real
data as we usually have about 1,000 reads in between two
writes. We have observed similar logs in real monitoring
data, though. In this example, the storage system violates
monotonic read consistency.

The figure shows a timeline in the left column, the data
the writer wrote in the second column, and what the two
readers read at different points in time in the other two
columns. Based on the highlighted last reads for a given
version it is then possible to calculate the table in the right
part of the figure.

For example, after 5 units of time (TU) the writer writes
version B to the storage system. Reader 1 reads the old



Figure 1: Consistency Monitoring Example

version A the last time after 8 TU, reader 2 does so after
10 TU. So, reader 1 observed that version A lingered on
for 3 TU while reader 2 measured 5 TU. Both send their
respective values to the collector. Since only the longest
difference matters, this results in an inconsistency window
of 5 TU for version A.

4. FEASIBILITY OF THE APPROACH
As already discussed in the previous sections, there are

two general perspectives on consistency: data-centric and
client-centric. Furthermore, the accuracy of our client-centric
consistency monitoring highly depends on the number of
readers used. This becomes also clear when looking at prob-
abilities. For example, in a scenario with three replica where
a load balancer forwards requests to a randomly chosen
replica (uniformly distributed) we assume that all readers
poll only once. Then, there is an 83% probability of read-
ing from all three replica when using seven readers. When
using nine readers there is a 93% probability. This in turn
implies that the client-observable inconsistency window has
an upper bound in the data-centric inconsistency window
since there is always a chance of missing one replica, i.e.,
the probability of reading all replica will always be less than
100%. Furthermore, as already discussed, adding more read-
ers increases the resolution of the results. Hence, using our
approach from the previous section will always underesti-
mate the actual client-observable inconsistency window. But
how far off are these estimates from the actual data-centric
consistency?

To address this question, we implemented a very simple
distributed key-value store called MiniStorage with a repli-
cation level of three. In MiniStorage, a read request is served
by just one replica. A write request, in contrast, is sent to
one replica which persists the data locally or in memory.
Next, it responds to the requester. After this, we added an
artificial 1000ms delay6 before forwarding the write request
to the other two replica. This corresponds to an (N,R,W)
configuration of (3,1,1) [20]. Each MiniStorage replica logs
the exact point in time when it executes an update request
plus the content of that update.

For our evaluation, we deployed MiniStorage on three
Amazon EC27 small instances within the region us-east. At

6Originally, observed system latencies and inconsistency
windows were close to the accuracy range of NTP which we
use for clock synchronization so that no meaningful results
could be achieved.
7aws.amazon.com/ec2

Figure 2: Data-centric vs. Client-observable Incon-
sistency Windows in MiniStorage

the time of our experiments this region offered four so-called
availability zones which are each independent datacenters lo-
cated in close proximity to each other. We could not start
instances in availability zone 1a as it was full, so we dis-
tributed the replica over the zones 1b, 1c and 1d. Next,
we deployed our consistency monitoring tool (again using
only EC2 small instances). Our writer, the so-called col-
lector (which is just responsible for collecting logs from the
readers and the writer) and the first reader were deployed
in region 1b as well and we started the test with an update
interval of 5s and a poll interval of 10ms. Afterwards, we
added additional readers every 10 minutes. While the first
reader was in zone 1b, the second was in 1c, the third in
1d, the fourth in 1b again, and so on. We did this until we
had 12 readers running, which is when we stopped adding
readers but kept the system running for another two hours.
This test was run on August 17, 2011.

The test results show a fairly stable inconsistency win-
dow of slightly above one second based on the MiniStorage
logs. Our consistency monitoring instead slowly approaches
that curve asymptotically which proves the validity of our
considerations from sections 2 and 3. Figure 2 shows our
results; the black bar stands for the inconsistency window
calculated from MiniStorage logs while the striped bar shows
our measured results by adding more and more readers. To
remove small random fluctuations the figure only shows the
mean values for each period between changing the number
of readers. The actual values nevertheless also showed that
the observed inconsistency window never exceeds the data-
centric inconsistency window. It also shows that after a
certain number of readers it becomes highly inefficient to
achieve higher accuracy.

5. EVALUATION OF AMAZON S3
The first actual Cloud storage service which we evalu-

ated via our consistency monitoring was Amazon’s Simple
Storage Service (S3). S3 is a key-value store guaranteeing
eventual consistency. Files are placed in buckets for which a
location can be chosen from a set of regions which is identi-
cal to the regions of Amazon EC2. Also, files are replicated
in multiple availability zones. It, hence, seems to be a valid
assumption that S3 uses the same data centers as its EC2



Figure 3: Length of LOW and SAW Periods over
Time on S3

counterparts.
For our purposes we placed a bucket in the region eu-

west (Ireland) since we had, during our MiniStorage tests,
observed that we could not start EC2 instances in us-east
1a whereas we could start instances in all availability zones
of eu-west. When we repeated our MiniStorage test for S3
starting additional readers in certain intervals, we observed
that our results were fairly constant beyond 8 readers. To
nevertheless play it safe, we deployed 12 readers – 4 per
availability zone. Our writer as well as the collector were
deployed in zone a, all instances again were small instances.
We chose an update interval of 10s to give each update
enough time (in our mind) to propagate without interfer-
ing with older updates. The poll interval per reader was set
to 10ms. We started the test on August 29, 2011 8.30h AM
(UTC) and kept it running for a week.

In contrast to the findings of Wada et al. [21] who could
not observe any inconsistencies at all, and in contrast to our
expectations of seeing a normal distribution of inconsistency
window lengths, our results show some strange periodicities.
First, there is a long-term periodicity: Roughly every 12
hours the behavior of S3 abruptly changes between what we
will call a LOW phase and a SAW phase. Figure 3 shows
the length of those periods in comparison.

During the LOW phase we actually find a random8 dis-
tribution with a mean value of 28ms and a median of 15ms.
Please, note that these values may be exact but could be
off by at least a factor 2 due to the accuracy limitations of
NTP [15] which we use for clock synchronization. We be-
lieve, though, that median and mean values between 0 and
100ms are realistic.

During our SAW periods we can observe a curve which
resembles a sawtooth wave – hence, the name. It really does
not matter which SAW phase we select an excerpt from,
the periodicity follows always the same pattern: First, the
inconsistency window’s length is close to zero. Then, it in-
creases by about one or two seconds with every test until
it peaks at about eleven seconds before dropping straight
down to the next minimum. The only difference that can be
found is that the minimum can be found in the interval be-
tween zero and five seconds and the maximum can be found

8The distribution has three local maxima: the absolute max-
imum at 7ms, next smaller local maximum at 26ms and an-
other small local maximum at 90ms.

Figure 4: Observed Inconsistency Window Length
during SAW Periods Over Time on S3 (Excerpt)

between ten and twelve seconds. The wavelength of this
pattern fluctuates between eight and twelve tests, i.e., for
our test setup the pattern restarts every 80 to 120s. Figure
4 shows an excerpt from one of the SAW phases.

We have been researching the question of consistency mon-
itoring for quite a while now. Repeated tests on S3 showed
the exact same results. Already in July and August 2010,
we experimentally analyzed consistency guarantees of S3 via
an independent implementation which also used a slightly
different algorithm. Even back then (where it was only a
by-product of our evaluation of [3]) we observed remarkably
similar behavior. Figure 5 shows the full results of our one
week evaluation of S3. Due to the sheer number of test runs
and, hence, the density of the curve, it is not possible to see
the sawtooth pattern during the SAW phases but it is still
easily possible to distinguish SAW and LOW phases.

Another finding was that the availability zones seem differ-
ent in terms of accessing the latest version. While our writer
was in zone a, the longest inconsistency window length was
observed in 28% of all tests in zone a. The same is true for
zone c while zone b had the maximum in 49% of all tests9.
This indicates that zone b seems to have a slightly poorer
connection to the other two zones, e.g., by being located in
a different building.

Furthermore, regarding locations we could not see differ-
ences between the zones: They all did the same sawtooth
wave and had their maxima and minima at the exact same
time only the amplitudes were slightly different which cre-
ates the results from the last paragraph.

We also tested our results for violations of monotonic read
consistency. From a total of 353,357,884 reads 42,565,840 or
about 12% of all requests violated monotonic read consis-
tency [20]. In exchange, we observed an availability of more
than eight nines (99.9999997% – only one request returned
an error).

6. DISCUSSION
In summary, we observed an unexpected, very interest-

ing consistency behavior of Amazon S3, but have so far
not been able to come up with a satisfying explanation of
our experimental findings. Possible explanations could be
caching effects or measurements to counter DDoS attacts

9The total is not 100% as for about 5% of all tests two zones
observed the same inconsistency window.



Figure 5: Observed Inconsistency Window Length
Over Time on S3

(which both would not explain why there are LOW phases)
or internal rebalancing processes which are triggered about
every twelve hours and somehow cause this phenomenon.
The latter would explain the SAW vs. LOW periodicities
but still does not explain why the SAW phase comes in such
a shape.

Another possible explanation for the periodicities could
be the NTP protocol (and specifically the ntpd linux de-
mon) which we use for clock synchronization. Our approach
naturally relies on a tight synchronization of all monitoring
clocks. If the clocks continuously drift apart a resynchro-
nization about once per minute may occur; the result may
then be a behavior as shown in figure 4. We believe, though,
that this is not the case for several reasons:

1. Before running our experiments we tested the accu-
racy achieved by ntpd. This was done by opening ssh
connections to several EC2 instances which had ntpd
running. Those instances then continuously printed
their local timestamp every second. All values which
we could observe were less than one second apart so
that delays of about 12s can not be explained.

2. If NTP were the root cause of the periodicities it would
still only explain the SAW but not the LOW phases.
Hence, the behavior of ntpd would need to change com-
pletely every 12 hours which seems highly unlikely.

3. Preliminary results of experiments with Apache Cas-
sandra (with or without additional load) as well as our
MiniStorage experiments do not show any periodici-
ties at all. Instead Apache Cassandra seems to follow
a geometric distribution and MiniStorage shows the
random distribution already mentioned. If we monitor
two files on S3 at the same time the second file shows
an entirely different behavior while the first file be-
haves as discussed above. These results were achieved
using the exact same configuration running ntpd.

Still, while NTP effects cannot explain the periodicities it
heavily affects the accuracy of our measurements. For future
versions we will, hence, also look at alternative clock sychro-
nization approaches, e.g., the coupling-based algorithm by
Baldoni et al. [2].

Of course, we also considered that some parts of our imple-
mentation might have caused this behavior. For this reason

we had several people cross-check our approach as well as the
source code. Also, we could not observe a similar behavior
when benchmarking other storage systems and our approach
includes no long-term periodicities which could explain the
change between LOW and SAW phases. Furthermore, an
independent earlier prototype using even a slightly differ-
ent approach created similar results. For these reasons, we
believe that our results reveal an interesting behavior of S3
which is caused by Amazon’s internal design choices. In the
end all interpretation on our side is guesswork so that the
final explanations need to be provided by Amazon. Still, we
are looking forward to discussing our findings at the confer-
ence which might bring up other possible explanations.

7. RELATED WORK
There is a huge number of publications on distributed stor-

age systems with only eventually consistent guarantees. Ex-
amples among others are [6, 13, 8, 4, 12, 17, 19].

Also there is work on benchmarking those data stores [5,
23, 10]. Some of those even call for the necessity of con-
sistency monitoring in their future works part, but to our
knowledge so far only [21, 1] actually evaluate consistency
guarantees. While the results of Wada et al. [21] show the
implications of not using multiple readers their approach is
otherwise very similar.

Anderson et al. [1] in contrast require detailed operation
logs. After execution they run an offline check to analyze
whether consistency violations have occurred. Due to the
complexity of their calculations it is impossible to provide
live monitoring. Furthermore, it is not clear how their ap-
proach can be integrated into a concrete application and the
results highly depend on the application workload or inter-
action pattern with the datastore that is used. Their results
are, hence, more application-specific than datastore-specific.

Klems et al. [9] also propose consistency benchmarks but
their approach using Fox and Brewer’s harvest and yield
metrics [7] does not consider staleness of results, rather mea-
suring availability and completeness of answers of a dis-
tributed queueing system.

Consistency Rationing like [16, 11] or ongoing research
within our research group towards the same question re-
quires means to tune consistency guarantees. For this pur-
pose, it is necessary to be able to measure the actual consis-
tency output. Our work can, hence, serve as input for those
tools.

8. CONCLUSION
In this paper we started by discussing different perspec-

tives on consistency of distributed storage systems, namely a
provider (or data-centric) and a consumer (or client-centric)
view. We then explained how these two relate to each other
and introduced an approach which allows to measure the
staleness of data, or how soon ’eventual’ in eventual consis-
tency is. Also, we compared it to a similar approach, inde-
pendently developed by Wada et al. [21], and showed how
our design corrects a fundamental flaw of their approach.
Afterwards, we validated our approach using a simple key-
value store called MiniStorage.

After these initial considerations, we evaluated Amazon
S3 in terms of consistency guarantees and found, in stark
contrast to the findings by Wada et al. [21], that S3 fre-
quently violates monotonic read consistency. Also, we en-



countered strange periodicities, namely our so-called SAW
and LOW phases which alternate approximately twice a day.
Furthermore, we described the sawtooth wave-like behavior
of S3 during SAW phases before discussing potential expla-
nations.

Our approach of geographically distributed readers com-
bined with a writer fits into current research regarding bench-
marking of distributed datastores as well as systems building
on top of that. Our results provide concrete data that serves
as criteria for an application developer to determine whether
an eventual consistency data store provides acceptable con-
sistency guarantees.

In future endeavors, we will try to determine dependen-
cies between files on S3, e.g., how periodicities of files within
the same bucket or across multiple buckets correlate. Fur-
thermore, we are currently benchmarking Apache Cassandra
and the Google App Engine datastore. We plan to publish
these results as well as to extend our efforts to additional
storage systems in a follow-up paper.

Finally, Yu and Vahdat [22] as well as similar models know
other consistency dimensions beyond staleness, e.g., order
error. We are investigating means to also measure these
dimensions.
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