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Summary. Different data mining methods for financial texts and various sentiment mea-
sures are described in the existing literature, without common benchmarks for comparing
these approaches. The framework proposed in this paper and the corresponding imple-
mented system facilitate combining more sources of financial data into comprehensive
integral dataset. The use of the dataset is then illustrated by analyzing the candidate
measures by estimating parameters of regression on different returns and other financial
indicators that can be defined using system’s novel data transformation approach.

1 Introduction

Different data mining methods for financial texts are described in the literature,
and systems that apply these particular methods have been implemented. For an
evaluation of the proposed methods authors use different approaches, some of them
incorporating assumptions that do not conform to real financial markets’ conditions.
This paper presents the current status of a project attempting to offer a possibility
to compare performance of these systems by offering a framework, a base dataset,
and an implementation of the system according to design science guidelines from
Hevner et al. (2004).

The research is a part of the project FINDS (Financial News and Data Services)
initiated within Information Management and Market Engineering Graduate School
at the Karlsruhe Institute of Technology. Project FINDS has the goal to conduct
innovative research on the analysis of quantitative and qualitative information
related to financial markets and to provide services that can help both researchers
in financial field, and also professional traders (Bozic, 2009).

The paper is organized as follows: in section 2 we give an overview of the existing
literature in the field. Section 3 describes data sources for the comprehensive
research set, preprocessing methods used on data and gets the reader acquainted
with the dataset by presenting some descriptive statistics. Section 4 illustrates the
usage of the framework and the system by comparing four sentiment measures.
Section 5 concludes the paper and describes the ideas for future research.
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2 Related Work

Many researchers have studied how published news influence market reactions.
The methodologies used range from a fairly simple content analysis using classical
statistical tools, to complex machine-learning methods. The approaches vary from
an engineering approach which focuses on implementation and proving economic
relevance, to chiefly theoretical approaches whose goal is to describe underlying
economic phenomena.

Mittermayer and Knolmayer (2006a) compare eight text-mining systems, includ-
ing their own. Since more technical performance criteria are often missing, it is
not possible to draw clear conclusions about relative performance. Wüthrich et al.
(1998) classify news articles published overnight on web portals into three categories
depending on their influence on the one of five equity indices: Dow Jones, Nikkei,
FTSE, Hang Seng, and Straits Times. With this system they attempt to forecast the
trend of the index daily value one day ahead. They use Naı̈ve Bayes, Nearest Neigh-
bour and Neural Net classifier, and a hand-crafted underlying dictionary. Lavrenko
et al. (2000) use Naı̈ve Bayes classifier to classify news articles from Yahoo!Finance
into five groups, according to the influence on particular U.S. stocks. The features
were determined automatically and the forecast horizon was from five to ten hours.
Gidófalvi and Elkan (2003) use again naı̈ve Bayes classifier with three categories to
recognize articles which have bigger positive or negative influence on constituents
of Dow Jones index. With features defined using mutual information measure
they work on ten minutes aggregated intraday data. Fung, Yu, and Lam (2003)
partially use commercially available text mining systems to predict a price trend for
intraday market movements of some of the stocks listed on the Hong Kong Stock
Exchange. For classification purposes they use support vector machines. Finally,
Mittermayer and Knolmayer (2006b) propose a high frequency forecast system that
classifies press releases of publicly traded companies in the U.S. using a dictionary
that combines automatically selected features and a hand-crafted thesaurus. For
classification the authors use the polynomial version of SVM.

While most of the works focus on predicting price trends of single stock or index,
there are works that aim at determining influence of news releases to volatility.
Thomas (2003) improves risk-return profile by exiting the market in case of news
that are predicting high volatility, while Schulz, Spiliopoulou, and Winkler (2003)
attempt to classify press releases of German public companies according their
influence on volatility of stock prices.

Another group of publications not included in the survey by Mittermayer and
Knolmayer (2006a) contains works that do not primary attempt to prove economical
relevance of published text by evaluating specifically tailored trading strategies,
but rather to find statistically relevant relations between financial indicators and
sentiment extracted from the text.

Antweiler and Frank (2004) use Naı̈ve Bayes and SVM classifiers to classify
messages posted to Yahoo!Finance and Raging Bull and determine their sentiment.
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They do not find statistically significant correlation with stock prices, but they find
sentiment and volume of messages significantly correlated to trade volumes and
volatility. In their methodological paper Das and Chen (2007) offer a variety of
classifiers, as well as composed sentiment measure as a result of voting among
classifiers. In the illustrative example they analyze Yahoo stock boards and stock
prices of 8 technology companies, but they do not find clear evidence that the
sentiment index can be predictive for stock prices.

There are two pivotal articles published in the Journal of Finance. Tetlock (2007)
observes Wall Street Journal’s column ”Abreast of the Market”, uses content analysis
software General Inquirer together with Principal Component Analysis approach
and finds that high pessimism in published media predicts downward pressure on
market prices. Authors of Tetlock, Saar-Tsechansky, and Macskassy (2008) succeeded
to find that rate of negative words in news stories about certain company predicts
low earnings of the company.

If we observe text mining methodologies as a transformations that assign numer-
ical value to every textual string, we can refer to that numerical value as sentiment
index. All publications from the former group have at least implicit statements
about the predictive power of the specific sentiment index on e.g. returns or volatil-
ity. Following the evaluation approach from the latter group of publication, we aim
at providing financial text mining research community with a framework and a tool
that can be used for proving their statements using statistical significance criteria.

3 Data

3.1 Data Sources

We use Thomson Reuters TickHistory data and the output from the Reuters NewsS-
cope Sentiment Engine as a source dataset. These data sources are convenient
because they provide access to trading data over period of more than 10 years, and
extensive amount of sentiment data related to financial news stories.

Data constituting the output of the Reuters NewsScope Sentiment Engine rep-
resents the author’s sentiment measure for every English-language news item
published via NewsScope in years 2003-2008. The measure classifies a news item
into one of three categories: positive, negative, or neutral. The probability of the
news item falling into each of the categories is also given.

Thomson Reuters TickHistory data is available through the DataScope platform.
We use daily data for the period equivalent to the NewsScope Sentiment Engine
dataset. This provides us with data on opening and closing prices for the particular
product, bid and ask, as well as volume data. Other types of data about companies
coming from this source are the total amount of shares, used for calculating market
capitalization, and paid dividends, that can be used for adjusting the returns.
Additionally, it is the source of the data about daily values of the MSCI Indices for
individual countries, as well as MCSI World Index.
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Field Name Description Source
ric Reuters Instrument Code TH
d Date TH
Open Opening daily price TH
High Maximal price within the day TH
Low Minimal price within the day TH
vol Daily trading volume TH
Last Closing daily price TH
Bid Average bid TH
Ask Average ask TH
spread Average spread TH
cc Close to close daily return of the equity D
oc Open to close daily return of the equity D
oo Open to open daily return of the equity D
co Close to open daily return of the equity D
cnt Number of news items mentioning company RNSE
pnaccnt Number of news stories mentioning company RNSE
nsent pos Number of positive news items mentioning company RNSE
nsent neut Number of neutral news items mentioning company RNSE
nsent neg Number of negative news items mentioning company RNSE
avgsent Average sentiment RNSE
asent pos Average probability that news items are positive RNSE
asent neut Average probability that news items are neutral RNSE
asent neg Average probability that news items are negative RNSE
net sent Net sentiment: asent pos - asent neg D
net sent std Standard deviation of net sentiment D
ric market Abbreviation of company’s home market TH
country Country D
icc Close to close daily return of the country index D
ioc Open to close daily return of the country index D
ioo Open to open daily return of the country index D
ico Close to open daily return of the country index D
cnt country Number of news items related to country RNSE
avgsent item Average sentiment (country level) RNSE
eccc Excess daily close to close return w/r to country index D
ecoc Excess daily open to close return w/r to country index D
ecco Excess daily close to open return w/r to country index D
ecoo Excess daily open to open return w/r to country index D

Table 1: Main fields and sources (TH - TickHistory,
RNSE - Sentiment Engine, D - derived)
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Reuters NewsScope Sentiment Engine data has two main properties - the times-
tamp of the news item publishing, and the related company mentioned in the news
item. It is preprocessed in a way that the records are aggregated on the level of each
company, and also calendar day - according to local time in force at the location of
company’s home market. In that way we get an average sentiment for a company
for each day in 6 years period. The sentiments are expressed by different calculated
values. The first aggregated sentiment measure is average sentiment class - where
the classes are represented by values 1, 0, and -1 for positive, neutral, and negative
class, respectively. Further measures are average probabilities that each news item
falls into positive, negative or neutral class. As the Reuters sentiment index used
for the evaluation later we adopted a deducted value defined as average probability
of positive class minus average probability of negative class within one day.

From the data on daily prices we derive data on different returns: namely
close-to-open, close-to-close, open-to-open, and open-to close returns. This is done
considering only days with trades for particular equity or index. The generic way of
defining calculated fields derived from source data is described in later section. The
calculated returns are adjusted for paid dividends by increasing the price of share
on the trading day following the dividend payment by the amount of dividends
paid per share.

3.2 Descriptive Statistics

Reuters NewsScope Sentiment Engine data consists of author’s sentiment measures
of English-language news items published through Reuters NewsScope in the
period from 2003 to 2006 inclusive. Each record represents a unique mention of
the specific company, with a possibility of one news item relating to more than
one company. In our dataset there are 6,127,190 records about 10,665 different
companies. Figure 1 shows the top twenty companies with greatest number of
records related to that company. According to Reuters news production process,
several news items can make one single news story, e.g. short alert item is published
immediately, and after some time extension of the same story is published as a new
item, or in the case of corrections. In the available data average number of news
items per story is 1.995, saying that in average two items make one news story.

Increase in data volume over the years is obvious and yearly record number
doubles over the period of 6 years, as shown on Figure 2. Besides, on the same
figure, one can follow increase in the partial volume of records related to different
home markets. The information about a company’s home market is an integral
part of the Reuters code uniquely identifying each instrument. Figure 2 separately
shows data about the ten markets with greatest changes over the years. It can be
seen that the fraction of the two biggest US markets, NYSE and NASDAQ, in the
total data volume has grown from something over 40% to little less than 60% in this
6 years period.

Each news item can have multiple tags called topic codes, and topic codes are
grouped into categories. One of the categories represents countries, and can be used
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Figure 1: Top twenty companies by number of records
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Figure 2: Data volume change over years

for determining what country is mentioned in the particular news item. Using this
author tagging feature, average sentiment per country can be calculated. The Figure
3 is showing counties with greatest and lowest average sentiment, when country
tags with less than 1000 mentions are excluded.

During the week, only 2.19% of all news items are published on weekends.
Figure 4 shows the distribution of records per days of week. Our dataset comprises
of data spanning 2192 days in total, considering GMT time zone, and there are even
13 companies that are mentioned at least once in more than 80% of all days, as
shown in Table 2. One more interesting property of the data is noticeable sentiment
decrease for news items published on Saturdays, as shown on Figure 5.
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Figure 3: Best and worst average sentiment for countries with over 1000 mentions

Company Days with news Percent
GENERAL ELEC CO 1911 87.18
SONY CORP 1891 86.27
CITIGROUP 1863 84.99
BP 1851 84.44
WALT DISNEY CO 1841 83.99
GENERAL MOTORS 1837 83.8
EXXON MOBIL 1822 83.12
WAL-MART STORES 1802 82.21
BOEING CO 1798 82.03
MICROSOFT CP 1792 81.75
HSBC HOLDINGS 1791 81.71
GOLDM SACHS GRP 1782 81.3
FORD MOTOR CO 1754 80.02
EADS 1752 79.93
TOYOTA MOTOR CO 1729 78.88
DEUTSCHE BANK N 1729 78.88
VOLKSWAGEN AG 1720 78.47
VODAFONE GROUP 1711 78.06
CHEVRON 1704 77.74
TOTAL FINA 1693 77.24
Table 2: The 20 companies mentioned on most days
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Figure 5: Average sentiment per days of week

3.3 Preprocessing

To enable easy extending of the existing dataset, generic interfacing is one of the
system’s features. It is generic in that aspect that it allows any format of the
DataScope platform output to be loaded into the system automatically. New source
to be added is placed in a comma separated values (CSV) file. The procedure of
generic load then starts, making new data source available for the next steps of
preprocessing. The names of the new columns that can be later used for referencing
are extracted from header row of the comma separated input file. The necessary
type transformations on the added data are conducted by means of metadata
dictionary, which holds datatypes and formats related to the column names. In this
way new data is transformed into the representation that can be used as input of
the successive steps.



Towards a Benchmarking Framework for Financial Text Mining 29

As our goal is to explore dependencies of various indicators and sentiment
measures, another feature of the system is a novel approach to defining calculated
indicators. Any of the columns from the source datasets can be used as a base
for calculations. Besides full range of arithmetic operators, lagging operators can
be defined and used as well. The definition of the calculated fields is given in
the notation of simple grammar we defined. The definition is saved in control
file, which is parsed and used for code generation. It produces PL/SQL code that
applied to the source datasets produces additional datasets containing calculated
fields.

Final result is a clean dataset with derived fields that were not part of the source
datasets, designed for particular benchmarking purpose. The overview of the data
flow can be seen on Figure 6.Data Processing

10

Thomson Reuters
TickHistory

Reuters NewsScope
Sentiment Engine

Calculation &
Aggregation
according to 

formal definition

Grammar Aggregation
Transformation

Clean Data

Benchmarking

Caslav Bozic - Towards Benchmarking Framework for Financial Text Mining

Figure 6: Overview of the Preprocessing system
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4 First Results

As an illustration of framework application we performed comparison of four
sentiment measures. Three of them are produced using classifiers that are imple-
mented in the scope of FINDS Project. The first one is using Bayes-Fisher filter,
second Support Vector Machines, while third implements artificial Neural Networks
methodology. The classifiers are trained on high frequency intraday data on trades,
aggregated to 1 minute average prices. The news items are grouped into classes
depending on their influence on the price movements. Observing the period of
two hours immediately following news item publication, we determine class of the
news item. If the price stabilized on the level higher than the level at the moment
of news item publication, news item was classified as positive. If the price stabi-
lized on lower level, news item was classified as negative. If the price stabilization
couldn’t be observed, news item is considered neutral. More details about classifier
implementation can be found in Pfrommer et al. (2010). Training period was first
nine months of 2003, and news stories about five big technology companies (SAP,
Oracle, Microsoft, IBM, and Apple) were used.

The last three months of 2003 represent the evaluation period, with total of 729
news stories analyzed. The process of news transformation shown on Figure 7
consists of text tokenizing, stemming, and finally text classification using selected
methodology. Using the dataset and the framework we calculated parameters for
regression of lagged dependent variables against each sentiment measure. The
variables were four different daily returns, four daily excess returns, and average
daily spread, all lagged up to ten days. The regression formula is given by idt =

α(id,i) + β(id,i)St−i + εt where id represents dependent variable, and i size of the
lag. The results are presented in Table 3 and Table 4. The column title determines
dependent variable, and the row represents days of lag between sentiment measure
S and dependent variable id. Each cell shows two values: estimated coefficient
value β first, and then p value according to t-statistics.

The results show that just for 14 variables could be proven statistically relevant
dependence on lagged sentiment values. Although RNSE data shows most of the
statistically significant results, seven, and all of them have positive coefficients, it is
not possible to give clear statement about comparative performance of sentiment
measures. This issue possibly arises from the low data volume, causing the statistical
dependence not to be observed. To overcome the problem, regression parameter
estimation for one of the measures is repeated with greater number of data points.
RNSE measure is chosen because of the extensive volume of the data. Table 5
presents the results from regression parameters estimation on data sample including
all six years of processed news stories in period 2003 to 2008 for two major U.S.
markets contained in the system. All tested dependent variables show statistically
significant dependence on sentiment value with lag of at least one day. The increase
in number of statistically relevant results shows that greater amount of data offers a
possibility to draw more confident conclusions.
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Figure 7: Transformations of news data

5 Conclusion

In an attempt to define a benchmark for performance of sentiment measures for
financial texts, we propose the framework and present implementation of the system
that enables easy deriving of financial indicators to be used in performance measure.
As an illustration we offer a use-case analysis of four different approaches, although
not giving any general conclusions about adequacy of particular approaches. It
is shown that due to the inadequate data volume conclusions are vague, but the
increase in the volume of analyzed data offers us a possibility to draw more robust
conclusions.

Some of the future directions of the research would be extending the source base,
including Compustat data on market capitalization and earnings of companies, and
also extending calculated dataset, to offer wider variety of indicators which could
be compared against candidate sentiment measure. More sophisticated statistical
analysis should be performed on the final dataset to be able to give more decisive
statements about general adequacy of text mining approaches in financial news.
These could include using panel regression to control for inter-firm dependencies
and applying significance test that would account for possible heteroscedasticity in
the data.
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Gidófalvi, G. and C. Elkan (2003): “Using news articles to predict stock price move-
ments,” Department of Computer Science and Engineering, University of California,
San Diego.

Hevner, A. R., S. T. March, J. Park, and S. Ram (2004): “Design Science in Information
Systems Research,” MIS Quarterly, 28(1), pp. 75–105.

Lavrenko, V., M. Schmill, D. Lawrie, P. Ogilvie, D. Jensen, and J. Allan (2000):
“Mining of Concurrent Text and Time-Series,” in: Sixth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining.

Mittermayer, M. and G. Knolmayer (2006a): “Text mining systems for market
response to news: A survey,” Institute of Informations Systems, University of Bern.

Mittermayer, M.-A. and G. F. Knolmayer (2006b): “NewsCATS: A News Categoriza-
tion and Trading System,” Data Mining, IEEE International Conference on, 0, pp.
1002–1007.

Pfrommer, J., C. Hubschneider, and S. Wenzel (2010): “Sentiment Analysis on Stock
News using Historical Data and Machine Learning Algorithms,” Term Paper,
Karlsruhe Institute of Technology (KIT).

Schulz, A., M. Spiliopoulou, and K. Winkler (2003): “Kursrelevanzprognose von
Ad-hoc-Meldungen: Text Mining wider die Informationsüberlastung im Mobile
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