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Executive Summary

In this deliverable, we present and evaluate two approaches for discovering changes in
ontologies based on domain data analysis and formal ontology evaluation.

The first approach relies on the ontology learning framework Text2Onto in order to
extract different types of ontology elements from a changing corpus. Since all ontology
learning tasks are executed in an incremental manner, potential modifications to the ontol-
ogy will be proposed whenever the corpus changes. A detailed evaluation of the ontology
learning results showed very promising results, but also revealed a number of problems
related to the evaluation procedure and individual user perception. In particular, we found
a high disagreement among the human annotators especially with respect to the identi-
fication and the classification of instances. Apparently, an appropriate judgment of the
learned ontology elements is at least as difficult as the task of ontology learning itself.

The second approach towards data-driven change discovery applies the OntoClean
methodology in order to detect formal errors in a given taxonomy. For this purpose we
developed AEON, the first and only framework for the automatic formal evaluation of
ontologies. The evaluation of AEON yielded very good results, which could even be im-
proved by the use of a larger training set and some parameter tuning of the classifiers.

Text2Onto and AEON can be seen as two complementary approaches being imple-
mented independently of each other. Both rely on a linguistic analysis of natural lan-
guage text in order to suggest possible changes in ontologies. Whereas Text2Onto has
been developed to discover any kind of changes (including the addition of new concepts,
instances or relations), the main purpose of AEON is to detect formal errors in the tax-
onomic hierarchy and to identify subclass-of relationships which have to be removed or
modified in order to restore the formal correctness of the ontology.
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Chapter 1

Introduction

1.1 The SEKT Big Picture

This report is part of the work performed in workpackage (WP) 3 on “Ontology and Meta-
data Management”. It specifically refers to task ‘T3.3 Data-driven Change Discovery’.
As shown in Figure 1.1 this work is closely related with other technical workpackages in
SEKT. The main goal of this workpackage is to enable and to facilitate the setting up and
maintenance of semantic knowledge management applications by supporting the complex
tasks of managing ontologies and corresponding metadata.

1.2 Motivation

As described in [VS05] the ontology learning framework Text2Onto has been designed to
provide an infrastructure for data-driven change discovery in the SEKT project. The aim
of this deliverable is to refine the analysis of possible application scenarios for Text2Onto
and to evaluate the results of the ontology learning algorithms.

1.3 Application Scenario

For the purpose of this deliverable we decided to focus on the BT Digital Library case
study. Since a much more detailed description of the case study has already been given
by [HS05] this chapter draws only a rough outline of this scenario focussing on aspects
relevant for the current evaluation tasks.

The main purpose of Digital Library case study is to investigate the use of Semantic
Web technologies for searching, browsing and maintaining BT’s Digital Library. The
library offers its users a single interface to different databases containing both PDF and

3



CHAPTER 1. INTRODUCTION 4

Figure 1.1: The SEKT Big Picture

HTML documents from a variety of publishers. All databases are regularly updated by
adding new documents and corresponding metadata. In order to support the users in
keeping track of those contents which are related to their personal interests and in finding
new potentially interesting documents they can create or register for so-called information
spaces. Each information space consists of a number of documents associated with one or
more topics defined by a global topic hierarchy. The contents of each information space
vary from plain text to semi-structured PDF or HTML documents.

1.3.1 Fine-grained Topic Hierarchies

One use case we would like to address in the context of the Digital Library case study is
the one of searching and browsing via fine-grained topic hierarchies describing the con-
tents of each information space. Such a topic ontology could be automatically generated
and updated by Text2Onto or any other automatic or semi-automatic ontology learning
environment. Other than the overall Digital Library topic ontology, a topic hierarchy
learned from an individual information space, would contain very fine-grained topics
which specifically characterize the content of that particular information space. Once
each document in the information space has been classified according to one or more top-
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ics in this fine-grained hierarchy this would allow for (i) enhanced searching and brows-
ing (document and sentence level) and (ii) better visualization of the information space.
Moreover, (iii) based on usage statistics with respect to the learned ontology topics within
the fine-grained topic hierarchy could be proposed for integration into the global topic
ontology.

1.3.2 Expressive Domain Ontologies

While the goal of topic learning is restricted to learning fairly light-weight ontologies,
here the challenge is to extract complex ontologies from the text corpora, exploiting more
of the expressiveness of the OWL ontology language [SWM04]. This in turn allows eval-
uating complex, structured queries against the knowledge extracted from the documents.
A possible query (expressed in natural language) might be: ”Find all companies special-
izing in genomic technology in America.” Please note that the focus here is not so much
on retrieving documents, but on answering questions (while of course it is also possible
to ask for the documents from which the knowledge has been extracted). To be able to
support such expressive queries, an appropriate user interface will be required.

Whereas ontology learning will be handled by Text2Onto, the query processing is
going to be performed by KAON2. In addition, the consistent ontology evolution func-
tionality guarantees the consistency of the knowledge during the incremental learning,
and thus ensures the meaningfulness of query answering.

1.3.3 Incremental Ontology Updates

Since the content of each information space changes at least once a week when new
documents are added to the Digital Library the knowledge which is represented by such
an information space evolves continuously over time. This means that the corresponding
topic or domain ontologies will have to be updated regularly by adding new concepts,
instances or relations. In order to do this in an efficient and (logically) consistent way the
ontology learning algorithms used for generating the ontologies should be able to react to
changes in the corpus and to adapt precisely those parts of the existing ontology which
are affected by these changes. A first approach towards data-driven change discovery has
been presented in D3.3.1 [VS05]. Please note that this task directly relates to the work
performed in workpackage 3.1 dealing with consistent ontology evolution [HS05].

1.4 Overview

In the following we present and evaluate two approaches towards discovering changes in
ontologies based on textual data. Chapter 2 describes the ontology learning framework
Text2Onto and the different algorithms for extracting ontologies from natural language
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texts (see section 2.2). An overview of the evaluation setting (section 2.3) is followed by
a detailed analysis of the evaluation results (section 2.4). The second approach based on
AEON, a tool for the automatic formal evaluation of ontologies, is presented in chapter
3. Section 3.2 describes the architecture of AEON. The evaluation setting and the results
of our experiments are described in section 3.3 and 3.4 respectively. Finally, chapter 4
concludes with a summary and an outlook to future work.



Chapter 2

Change Discovery based on Domain
Data Analysis

2.1 Introduction

The first approach we developed for discovering changes in ontologies is based on the
ontology learning framework Text2Onto to extract various types of ontology elements
from a given corpus of text documents. Since all ontology learning tasks are executed
in an incremental manner, modifications to the ontology can be derived by considering
changes to the corpus.

In this chapter we briefly summarize our previous work by describing the main fea-
tures of Text2Onto. We further present the evaluation setting we used to measure the
quality of the ontology learning results before finally concluding with a detailed analysis
of our findings.

2.2 Approach

2.2.1 Text2Onto

Text2Onto is a framework for ontology learning and ontology evolution developed as part
of our efforts in task 3.3 (cf. section 1). Since a detailed description of the architecture and
the algorithms has already been given as part of deliverable D3.3.1 [VS05], this chapter
presents only a brief summary of the main characteristics of Text2Onto.

A typical usage scenario for Text2Onto is depicted by figure 2.1. The user specifies
a corpus, e.g. a collection of text, HTML or PDF documents, and starts the graphical
workflow editor. The editor provides her with a list of algorithms which are available for
the different ontology learning tasks, and assists her in setting up an appropriate workflow

7
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for the kind of ontology she wants to learn as well as to customize the individual ontology
learning algorithms to be applied. Once the ontology learning process is started, the cor-
pus gets preprocessed by a natural language processing component (GATE [CMBT02]),
before it is passed to the algorithm controller. In the following, depending on the config-
uration of the previously specified workflow, a sequence of ontology learning algorithms
is applied to the corpus. Each algorithm starts by detecting changes in the corpus and
updating the reference store accordingly. Finally, it returns a set of requests for changes
regarding the POM, i.e. thePreliminary Ontology Modelto its caller, which could be the
algorithm controller, but also a more complex algorithm (cf. figure 2.2). After the process
of ontology extraction is finished, the POM is presented to the user.

Figure 2.1: Text2Onto - Usage Scenario

Since the POM unlike any concrete ontology is able to maintain thousands of con-
flicting modeling alternatives in parallel, an appropriate and concise visualization of the
POM is of crucial importance for not overwhelming the user with too much information.
Although several pre-defined filters such as a probability threshold will be available for
pruning the POM, some user interaction might still be needed for transforming the POM
into a high-quality ontology. After having finished her interaction with the POM, e.g.
after adding or removing concepts, instances or relations, the user can select among vari-
ous ontology writers, which are provided for translating the POM into different ontology
representation languages.



CHAPTER 2. CHANGE DISCOVERY BASED ON DOMAIN DATA ANALYSIS 9

Figure 2.2: Text2Onto - Architecture

2.2.2 Methods

Concepts and InstancesDifferent term weighting measures are used to compute the
relevance of a certain concept or instance with respect to the corpus: Relative Term Fre-
quency, TFIDF [Sal91], Entropy [Gra90] and the C-value/NC-value method in [KF98].
For each term, the values of these measures are normalized into the interval[0..1] and
used as corresponding relevance in the POM.

Subclass-of RelationsIn order to learn subclass-of relations, we have implemented
a variety of different algorithms exploiting the hypernym structure of WordNet [Mil95],
matching Hearst patterns [Hea92] in the corpus as well as in the WWW and applying
linguistic heuristics mentioned in [VNCN05]. The resulting confidence values of these
algorithms are then combined through combination strategies as described in [CPSTS05].

Instance-of RelationsIn order to assign instances or named entities appearing in the
corpus to a concept in the ontology Text2Onto relies on a similarity-based approach ex-
tracting context vectors for instances and concepts from the text collection and assigning
instances to the concept corresponding to the vector with the highest similarity with re-
spect to their own vector [CV05]. Alternatively, we also implemented a pattern-matching
algorithm similar to the one used for discovering part-of relations.

General RelationsTo learn general relations, Text2Onto employs a shallow pars-
ing strategy to extract subcategorization frames (e.g.hit(subj,obj,pp(with)) ,
transitive + PP-complement) enriched with information about the frequency of the terms
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appearing as arguments [MS00]. These subcategorization frames are mapped to relations
such ashit (person,thing) andhit with (person,object). The confidence is estimated
on the basis of the frequency of the subcategorization frame as well as of the frequency
with which a certain term appears at the argument position.

For the purpose of discoveringpart-of relations in the corpus, we developed regular
expressions matching lexico-syntactic patterns as described in [CB99] and implemented
an algorithm counting the occurrences of patterns indicating a part-of relation between
two termst1 andt2, i.e. part-of(t1,t2). The confidence is then calculated by dividing by
the sum of occurrences of patterns in whicht1 appears as a part. The results are com-
bined with confidences which can be acquired by consulting WordNet for mereological
relations.

Equivalence and Equality Following the assumption that terms are similar to the
extent to which they share similar syntactic contexts, we implemented algorithms calcu-
lating the similarity between terms on the basis of contextual features extracted from the
corpus, whereby the context of a terms varies from simple word windows to linguistic
features extracted with a shallow parser. This corpus-based similarity is then taken as the
confidence for the equivalence of the corresponding concepts or instances.

Disjointness For the extraction of disjointness axioms we implemented a simple
heuristic based on lexico-syntactic patterns. In particular, given an enumeration of noun
phrasesNP1, NP2, ...(and|or)NPn we conclude that the conceptsC1, C2, ...Ck denoted
by these noun phrases are pairwise disjoint, where the confidence for the disjointness of
two concepts is obtained from the number of evidences found for their disjointness in
relation to the total number of evidences for the disjointness of these concepts with other
concepts.

Subtopic-of Relations

In order to identify subtopic-of relationships, we implemented an approach by [SC99].
It is based on the assumption that each topic tends to occur in a true subset of all the doc-
uments containing its supertopic. Therefore, it creates subtopic-of relationships by con-
sidering inclusion relationships between the document sets associated with all concepts
in the ontology. Additionally, we also developed a very simple algorithm that generates
subtopic-of relation from previously extracted subclass-of relationships.
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2.3 Evaluation

2.3.1 Data

To evaluate the quality of the ontology learning results we decided to select 1,7001 from
the 4,196 abstracts in the ’Knowledge Management’ information space. Since each of
these abstracts summarizes the major ideas of the corresponding document and includes
the most important concepts with respect to the document’s topic, this decision enables
us to achieve a very good coverage of the information space content while still avoiding
performance problems which would arise when processing the complete collection of
full-text documents.

2.3.2 Implementation

For the ontology extraction process we developed concrete implementations of the meth-
ods described in section 2.2.2. The names of the corresponding algorithms are given
below.

Concepts

• TFIDFConceptExtraction extracts the most important concepts with respect
to a given domain (e.g.knowledgefor the domain ofknowledge management). The
relevance of each concept is determined by computing its averageTF ∗ IDF value
with respect to the whole document collection.

Instances

• TFIDFInstanceExtraction extracts the most important instances with re-
spect to a given domain (e.g.OWLfor the domain ofSemantic Web). The relevance
of each instance is determined by computing its averageTF ∗ IDF value with
respect to the whole document collection.

Subclass-of Relations

• PatternConceptClassification is based on a predefined set of domain-
independent patterns.

• VerticalRelationsConceptClassification applies a simple heuris-
tic.

• WordNetConceptClassification uses WordNet [Mil95] to obtain evi-
dence for subclass-of relationships.

1For technical reasons we had to restrict the corpus to 1,000 abstracts when learning subtopic-of rela-
tionships.
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Instance-of Relations

• PatternInstanceClassification is based on a predefined set of domain-
independent patterns.

Non-taxonomic Relations

• SubcatRelationExtraction extracts non-taxonomic relationship by con-
sidering the arguments of verbs which are found in the corpus.

Disjointness

• EnumerationDisjointExtraction is based on the assumption that terms
which are part of an enumeration often represent disjoint concepts.

Subtopic-of Relations

• SubtopicOfRelationExtraction considers the occurrences of concepts in
the corpus. It assumes that a subtopic tends to occur in a subset of those documents
which are associated with its supertopic.

• SubtopicOfRelationConversion creates subtopic-of relationships by con-
sidering taxonomic and non-taxonomic relationships previously extracted from the
corpus.

In the case where more than one algorithm is given for a certain task
(such as the extraction of subclass-of relations, for example) anaverage com-
biner was used to combine the confidence values generated by the individ-
ual algorithms. Each time a certain ontology element has been extracted si-
multaneously by different algorithms (e.g. subclass-of(researcher,
person) by PatternConceptClassification and
WordNetConceptClassification ) this kind of combiner updates the confi-
dence value for that particular element by averaging the confidence values computed by
all algorithms.

A typical ontology learning workflow starts by the extraction of concept and instances
which are particularly relevant for the domain of interest. Subsequently, subclass-of and
optionally non-taxonomic relationships among the concepts will be extracted from the
corpus. Instance-of relations are learned to populate the resulting taxonomy with the
instances previously extracted. This workflow can be extended by algorithms for the
extraction of disjointness axioms, if a more expressive ontology is required. Or, if the
user is interested in a subtopic hierarchy, methods for learning subtopic-of relationships
can be included in the workflow.
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2.3.3 Measures

An important assumption when trying to measure the quality of the ontology learning
results is that the domain of interest can be appropriately modeled by the given corpus
of text documents - in this case, randomly selected from the (knowledge management)
information space. We also assume that all human experts revert to a certain amount of
background knowledge when judging the quality of individual ontology elements, be-
cause in practice, a certain amount of domain expertise will required for semi-automatic
or computer-aided ontology engineering with Text2Onto. Based on these assumptions we
performed a detailed evaluation of Text2Onto in the following way:

First, the top 50 results of each ontology learning subtask (e.g. the subclass-of rela-
tionships with the highest confidence values) were given to five human annotators2 con-
sidered to be familiar with the domain of ’knowledge management’. All of them had to
judge the correctness or relevance of the extracted concepts, instances and relations. To
each of these ontological primitives they assigned a score between 1 (totally incorrect) to
4 (perfectly correct) according to the following scale.

For example, if Text2Onto suggests a taxonomic relation such as
subclass-of(internet, entertainment) you might say that this is ’some-
how correct’. Although a classification ofinternet as some kind ofnetwork would
be more appropriate, it is very often used as a medium for leisure and entertainment.

Additional examples are given in parenthesis.

concept

• 1 - no entity (always )

• 2 - no concept, i.e. more likely to be an instance (John Davis )

• 3 - correct, but irrelevant for the domain (number )

• 4 - correct and relevant (knowledge management )

instance

• 1 - no entity (why)

• 2 - no instance, i.e. more likely to be a concept (work )

• 3 - correct, but irrelevant for the domain (GMT)

2We decided not to do the evaluation automatically, because it would have caused too many problems
to build a gold standard ontology for the corpus described in section 2.3.1. Moreover, it is much easier for
humans to identify subtle differences in meaning and to distinguish between different degrees of correctness
as described below
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• 4 - correct and relevant (UML)

subclass-of

• 1 - totally incorrect (subclass-of(software, person) )

• 2 - somehow correct (subclass-of(database, application) )

• 3 - domain/range too general/specific (subclass-of(software
developer, living being) )

• 4 - perfectly correct (subclass-of(computer, electronic device) )

instance-of

• 1 - totally incorrect (instance-of(John Davis, application) )

• 2 - somehow correct (instance-of(York Sure, professor) )

• 3 - domain/range too general/specific (instance-of(Peter Haase,
female) )

• 4 - perfectly correct (instance-of(OWL, ontology representation
language) )

subtopic-of

• 1 - totally incorrect (subtopic-of(knowledge, nature) )

• 2 - somehow correct (number, algorithm) )

• 3 - domain/range too general/specific (subtopic-of(molecular
biology, science) )

• 4 - perfectly correct (subtopic-of(relational databases,
databases) )

non-taxonomic relation

• 1 - totally incorrect (know(hardware, intelligence) )

• 2 - somehow correct (write(software, information) )

• 3 - domain/range too general/specific (produce(entity, product) )

• 4 - perfectly correct (find(person, information) )
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disjointness

• 1 - totally incorrect (disjoint(programming, software
development) )

• 2 - small overlap (disjoint(country, city) )

• 3 - too general/specific (disjoint(knowledge, image processing
software) )

• 4 - perfectly correct (disjoint(software, hardware) )

Finally, for each type of ontology element (e.g. the learned subclass-of or instance-
of relationships) we computed the average scores for all human annotators. In order
to obtain a single measure for the performance of Text2Onto in the regarding ontology
learning subtask we further calculated the average over all individual user ratings.

2.4 Results

In this section we present the results of our ontology learning experiments with
Text2Onto. Each of the following diagrams shows the average ratings of the five an-
notators with respect to the top 50 results for the regarding ontology element (see 2.3).
The right-most bar of each diagram, which represents the average over all of the five an-
notation sets, can be considered as an indicator for the overall performance of Text2Onto
in the regarding ontology learning subtask.

2.4.1 Concepts and Instances

Both concepts and instances presented to the human annotators were ranked according to
their estimated relevance for the domain of interest, i.e.knowledge management. Possible
ratings were:1 =’no entity’, 2 =’no concept (instance)’,3 =’correct, but not relevant for
the domain’ and4 =’correct and relevant’.

As shown by the first diagram 2.3 the average user rating for the extracted concepts
is pretty high, close to the maximum value of4. That means, almost all of the extracted
concepts were considered to be correct and reasonable concepts and also relevant for the
domain in question.

Surprisingly, the results for the extracted instances are much worse. The diagram de-
picted by figure 2.4 shows that the overall average value for the instances is not more than
about2.5. One possible explanation could be, that at least one of the annotators assigned
a rating of1 to each instance which he did not know and therefore could not recognize as
a valid instance (e.g.cvw which is indeed a collaboration software environment).
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Figure 2.3: Average User Rating - Concepts

It is important to mention that the evaluation was made under the assumption that
all annotators were completely familiar with the domain ofknowledge management. Al-
though at least some of them had access to the corpus, they were not explicitly told to
use it for the verifying the results. Finally, most of them used Google or any other search
engine to look up unknown instances.

Obviously, one possible improvement for future evaluations of Text2Onto might be
to provide the annotators with the corresponding text fragments for each of the learned
ontology elements. Moreover, the annotators should be give the possibility to mark some
of the results as ’unknown’, so that they do not feel forced to assign a rating even in those
cases where they are unsure about the meaning of the regarding ontology elements. This
is especially important in case of a corpus which contains many abbreviations that tend to
be highly ambiguous.

Figure 2.4: Average User Rating - Instances



CHAPTER 2. CHANGE DISCOVERY BASED ON DOMAIN DATA ANALYSIS 17

2.4.2 Subclass-of Relations

Figure 2.5 presents the evaluation results for subclass-of relationships. The average user
rating ranges from1.5 to 2.22, which means that there is a relatively high agreement
between the five annotators. An overall average of approximately1.9 is a bit worse than
we expected, but certainly a solid basis for future work.

Figure 2.5: Average User Rating - Subclass-of Relations

2.4.3 Instance-of Relations

Whereas the human agreement regarding the average judgement of the subclass-of rela-
tionships is relatively high (see above), the average user rating for the instance-of relations
varies enormously from annotator to annotator. As shown by diagram 2.6 two of the an-
notators assigned an average value of only about1.5 to the extracted relationships; two
others delivered an average judgement of approximately2.7.

The reasons for this are certainly similar to those we already observed when consider-
ing the evaluation of the instances. In many cases the instances or abbreviations involved
in a particular instance-of relation were unknown to the annotator who then assigned a
very low rating to this relationship.

2.4.4 Subtopic-of Relations

As depicted by figure 2.7 the results we got by evaluating the extraction of subtopic-of
relations are comparable to those obtained for the subclass-of relationships (see above).
The main difference consists in a higher difference between the average user ratings. In
particular, those annotators who assigned rather high average ratings to the subclass-of
relations assigned even better ratings to the subtopic-of relationships, whereas those an-
notators who considered the subclass-of relations to be rather bad were even less content
with the subtopic-of relationships.
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Figure 2.6: Average User Rating - Instance-of Relations

This phenomenon might partially be explained by the fact that many of the subtopic-
of relations were derived from subclass-of relationships (cf. section 2.2). Users who can
imagine arbitrary domain relevant concepts to be topics in a certain application scenario
will be perfectly agreed with this kind of conversion. But those users who are very crit-
ical with respect to the formal correctness of any kind of taxonomic relationships will
certainly find that the entities involved in a particular subtopic-of relation might eventu-
ally be considered as concepts, but not as topics in a narrower sense.

Figure 2.7: Average User Rating - Subtopic-of Relations

2.4.5 Disjointness Axioms

Given that the approach we used for the extraction of disjointness axioms is based on
a very simple heuristic (see section 2.2) the evaluation of the learned axioms yielded
surprisingly good results. As shown by diagram 2.8 the overall average rating is about
2.1 and there seems to be a pretty high agreement among the human annotators about the
quality of the results.
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Figure 2.8: Average User Rating - Disjointness Axioms

2.4.6 Non-taxonomic Relations

When considering figure 2.9 which presents the evaluation results for the extraction of
non-taxonomic relationships you can observe an extremely high difference among the
average user ratings. Again it was the second annotator who assigned a very low score
of only about1.4 to the extracted relationships, whereas the other annotators assigned
average ratings between2.1 and approximately3.3.

Figure 2.9: Average User Rating - Non-taxonomic Relations

Based on these promising results we are now aiming at a detailed technical evaluation
of Text2Onto within the case studies with particular focus on the incremental ontology
learning techniques. We will develop a number of change strategies in order to customize
the change discovery process with respect to different users and application scenarios (cf.
chapter 4) and evaluate our approach with a larger number of users.



Chapter 3

Change Discovery based on Ontology
Evaluation

3.1 Introduction

In addition to the change discovery by domain data analysis (see chapter 2) we devel-
oped an approach to suggest ontology changes based on formal ontology evaluation. In
particular, our approach uses OntoClean - a well-known and still the only methodology
for formal ontology evaluation - to automatically identify formal errors in taxonomic hi-
erarchies. The main motivation for us to choose OntoClean among the huge variety of
ontology evaluation methods comes from the requirements of the application scenario
(see chapter 1). Since we are aiming at the generation of expressive domain ontologies
for question answering (cf. section 1.3.2), which relies to a large extend on ontology rea-
soning, the formal correctness of the learned ontologies will be of major importance for
the quality of the results.

We implemented our approach in terms of AEON [VVS05] which is intended to con-
stitute a flexible framework for theAutomaticEvaluation ofONtologies. The next sec-
tions provide a brief overview of OntoClean and the technical implementation of AEON,
followed by a detailed description of the evaluation settings and results.

3.2 Approach

3.2.1 OntoClean

We provide a brief introduction to OntoClean, for a more thorough description refer to
[GW00], for example. In the OntoClean vocabulary,propertiesare what is commonly
calledconceptsor classes. Meta-propertiesare therefore properties of properties. Within

20
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this paper we will use the termmeta-propertyin the usual OntoClean way, whereas we
will refrain from using the termpropertybut rather stick to the more common termcon-
cept. OntoClean consists of two steps: first every single concept needs to be tagged
with occurrences of the core meta-properties, which are described below. Thus, every
concept will have a certain tagging like+R+U-D+I . We call an ontology with tagged
concepts a tagged ontology (wrt. OntoClean, to be precise). After the tagging, the sec-
ond step of OntoClean is to check all subsumption relations of the ontology (also called
Subclass-relations). OntoClean constraints the possible taxonomic relations by disallow-
ing subsumption relations between specific combinations of tagged concepts. This way,
OntoClean provides a unique approach by formally analyzing the concepts intensional
content and their subsumption relationships.

We now briefly present the four main meta-properties and rules which belong to Onto-
Clean. The four meta-properties are:Rigidity (R), Unity (U), Dependence (D)andIdentity
(I). They base on philosophical notions dating back to Aristotle. Here we will offer a short
description of these meta-properties.

Rigidity. Rigidity is based on the notion ofessence. A concept is essential for an instance
iff 1 it is necessarily an instance of this concept, in all worlds and at all times.Iff a concept
is essential to all of its instances, the concept is called rigid and is tagged with+R. Iff
it is not essential to some instances, it is called non-rigid, tagged with-R. An anti-rigid
concept is one that is not essential to all of its instances. It is tagged∼R. An example of
an anti-rigid concept would beteacher, as no teacher has always been, nor is necessarily,
a teacher, whereashumanis a rigid concept because all humans are necessarily humans
and neither became nor can stop being a human at some time.

Unity. Unity is about “What is part of something and what is not?” This answer is given
by anUnity Criterion (UC), which is true for all parts of an instance of this concept, and
for nothing else. For example, there is an unity criterion for the parts of a human body,
as we can say for every human body which parts belong to it. Concepts carrying an UC
have Unity and are tagged+U else-U.

Dependence.A conceptC1 is dependent on a conceptC2 (and thus tagged+D), iff for
every instance ofC1 an instance ofC2 must exist. An example for a dependent concept
would befood, as instances of food can only exist if there is something for which these
instances are food. Another way to regard dependency is to distinguish between intrinsic
and extrinsic concepts. Intrinsic concepts are independent, whereas extrinsic concepts
need to be given to an instance by circumstances or definitions.

Identity. A concept with Identity is one, where the instances can be identified as being
the same at any time and in any world, by virtue of this concept. This means that the
concept carries anIdentity Criterion (IC). It is tagged with+I , and with-I otherwise. It
is not important to answer the question of what this IC is (this may be hard to answer),
it is sufficient to know that the concept carries an IC. For example, the concepthuman

1if and only if (http://en.wikipedia.org/wiki/If and only if )
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carries an IC, as we are able to identify someone as being the same or not, even though
we may not be able to say what IC we actually used for that. On the other hand, a concept
like red would be tagged-I, as we cannot tell instances of red apart because of its color.

On a tagged ontology, we can use the existing OntoClean rules to check the ontology
for consistency. Here, we will give only one illustrative example for these rules. For a
full list refer to [GW04]. As shown in [SAS03] such rules can be formalized as logical
axioms and validated by an inference engine.

∼R can’t subsume+R. Having a conceptC subsuming the conceptD, with C tagged
∼R andD tagged+R, would lead to the following inconsistency:D must always hold
true for all of its instances.D, as a subsumed concept, would always implyC for all of
its instances. Therefore there are at least some instances ofC that are necessarilyC as
they areD. ThusC can not be anti-rigid, as the tagging says, because this would mean
that it is not necessarily true for any of its instances – which would be a contradiction.
The classic example isstudent, an anti-rigid concept, subsuminghuman, a rigid concept,
which is obviously wrong: whereas every student is free to leave the university and stop
being a student, humans cannot stop being humans. As every human would be a student,
according to the example, they never could stop being a student, which contradicts the
previous sentence.

3.2.2 Implementation

Our approach for the automatic assignment of meta-properties according to the Onto-
Clean methodology is based on three fundamental assumptions. First, we believe that
the nature of concepts is to some degree reflected by human language and what is said
about instances of these concepts in the language corpus. Because of this, we consider
statistics about the occurrences of lexico-syntactic patterns (see section 3.2.2) as a fea-
sible means to capture the meta-properties of ontological concepts. Second, in line with
similar approaches by [Gre99], [KLO02], [RS03], [CHS04] and [CLS05] we think that
using the Web as a corpus is an effective way of addressing the typical data sparseness
problem one encounters when working with natural language corpora. Finally, from our
point of view, the Web being the biggest source of common-sense knowledge available
constitutes a perfect basis for computational comprehension of human intuition as to the
philosophical notions of essence, unity and identity.

Architecture

In order to evaluate our approach we developed AEON, a tool which matches lexico-
syntactic patterns on the Web to obtain positive and negative evidence for rigidity, unity,
dependence and identity of concepts in an RDFS or OWL ontology. The architecture of
AEON is roughly depicted by figure 3.1. It consists of anevaluation component, which
is responsible for training and evaluation, aclassifierfor mapping given sets of evidence
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Figure 3.1: Architecture of AEON

to meta-properties such as+R or -U , apattern libraryand asearch engine wrapper.

The pattern library is initialized by means of an XML file containing a set of ab-
stract patterns for each meta-property (see listing 3.1). Each of these patterns includes
a specification of the type of evidence it produces, e.g. negative evidence for rigidity.
Moreover, it contains a declaration of one or more variables and a set of Web queries
which can be instantiated by replacing the regarding variables by the labels of the con-
cepts to be analysed. Finally, a linguistic filter, i.e. a regular expression over tokens and
part-of-speech tags, is defined for filtering the results obtained by the above mentioned
queries (see section 3.2.3).

Listing 3.1: Negative Evidence for Rigidity (R)

<p a t t e r n>
<v a r i a b l e name=”x ” />
<ev i de nce type =” f a l s e ” f o r =”R” />
<goog le regex =” i s\ t \w+ no\ t \w+ l o n g e r\ t (DT\w+\ t ) ? (NN|NP|

NNS|NPS) x\ t [ ˆ (NN |NP|NNS|NPS) ]”>
<query s t r i n g =” i s no l o n g e r a x ” />
<query s t r i n g =” i s no l o n g e r an x ” />
<query s t r i n g =” i s no l o n g e r x ” />

</ google>
</ p a t t e r n>

Given a set of instantiated patterns (e.g.”is no longer a student”) thesearch engine
wrapper uses the GoogleTMAPI in order to retrieve web pages or snippets, i.e. parts
of web pages containing the regarding search string, from the Web. For normalization
purposes (see below) it also queries the web for all occurrences of the regarding concept,
such as”student” for example.

The linguistic analyser provides methods for tokenization, lemmatizing and part-of-
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speech (POS) tagging2, which are required for some fundamental preprocessing of the
snippets and HTML pages obtained from the Web and for an appropriate matching of the
linguistic patterns described above. By what we callLinguistic Filteringwe analyse, for
example, all those snippets returned by GoogleTM, which satisfy the query ”is no longer
a computer” (cf. listing 3.1). If the regular expression associated with the query does
not match, the particular snippet is not counted as a hit and thus does not provide any
evidence with respect to the rigidity ofcomputer . This way, we avoid false matches in
case of statements such as ”He is no longer a computer hacker.” or (this would yield false
evidence for the unity ofemployee ) when we find a phrase like ”the computer of an
employee consists of”. Of course, linguistic filtering is also applied in the normalization
process (see above).

Finally, for each patterni contained in the above mentioned pattern library the positive
or negative evidenceevidence(p, i, c) for a conceptc having a certain meta-property
p ∈ {R, U,D, I} is given by:

evidence(p, i, c) =

∑
q∈Qi

lf(hits(qc))

lf(hits(c))
,

whereQi is the set of queries associated with patterni, qc is the instantiation of query
q for conceptc, andhits(qc) and hits(c) are the number of hits obtained forqc or c
respectively.lf is a function implementing the linguistic filtering described above.

Given a conceptc and the evidence values obtained for all patterns the decision
whether or not a meta-propertyp applies toc is made by a classifier. A set of classi-
fiers – one for each meta-property – has been trained on a small number of examples
provided by human annotators (cf. section 3.3). The manual effort rests with the creating
of a gold standard ontology and classifiers to be trained on this ontology.

Patterns

During the last decades, lexico-syntactic patterns have become generally accepted as an
effective means for extracting various types of lexical and ontological relationships such
as hyponymy and meronymy (cf. [Hea92], [CB99], [HS98]). Nevertheless, there has
been little if any work on the use of pattern-based approaches towards the extraction of
meta-properties, i.e. properties of concepts or relations. So, we performed an extensive
evaluation of many different pattern candidates before finally choosing a small subset of
particularly promising patterns for the evaluation of our approach. All of these patterns
are domain-independent, thus being well suited for the WWW as a very heterogeneous
corpus.

2For part-of-speech tagging we used QTag, a probabilistic java-based tagger which is available
for non-commercial use (http://www.english.bham.ac.uk/staff/omason/software/
qtag.html ).
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Rigidity. The intuition behind the patterns we defined for Rigidity is the following: If
any individual can become or stop being a member of a certain class, then it holds that
the membership of this class, e.g. the propertybeing a student, is not essential for all its
individuals. Therefore, we can obtainnegativeevidence with respect to Rigidity from
the following patterns:

is no longer (a|an)? CONCEPT

became (a|an)? CONCEPT

while being (a|an)? CONCEPT

Unity. As explained in section 3.2.1 a concept is tagged with+U if for each of its
instances all parts can be identified and if they share a common Unity Criterion which
holds true for exactly these parts. Because of this, in order to determine whether a given
concept has unity or not we have to find answers to questions such as”what is part of an
object? and what is not?”or ”under which conditions is the object a whole?”. If we can
answer these questions for at least most of the instances of the concept, we can take this
aspositiveevidence for Unity.

part of (a|an)? CONCEPT

Moreover, since instances of concepts which are not countable usually do not carry
a unity criterion, we can getpositive evidence for Unity by searching for the following
patterns:

(one|two) CONCEPT

Of course,one and two seem to be somewhat arbitrary, but since GoogleTM is
not yet able to process queries containing regular expressions we had to confine our-
selves to what we considered as the most frequent of all possible variations of this pattern.

Similarly, negative evidence can be obtained by a pattern which indicates non-
countability of a concept.

amount of CONCEPT

Identity. According to [GW04] identity is given by the fact that two instances of
a concept are the sameiff they have the same parts. This is known asmereological
extensionalityand can be expressed by the following patterns providingpositiveevidence
for Identity:

CONCEPTconsists of (two|three) parts

CONCEPTis composed of (two|three) parts

Additional positive evidence for identity can be obtained by the rather straight-
forward pattern:
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CONCEPTis identified by

Negativeandpositiveevidence respectively can be obtained by these merely linguis-
tic patterns checking whether the name of the concept is an adjective or a noun.

Both patterns are matched on the results of GoogleTMqueried for nothing but the
concept name. Please note that linguistic preprocessing as described in section 3.2.2
is required to allow this kind of lexico-syntactic pattern matching, since these patterns
assume the text to be an alternate sequence of words and POS tags. The tagsJJ, JJRand
JJSindicate an adjective, whereasNN, NP, NNSandNPSare indicators for a common or
proper noun.

(JJ|JJR|JJS) CONCEPT

(NN|NP|NNS|NPS) CONCEPT

Also, countability means that the instances of a concept are obviously identifiable (or
else they would not be countable). Therefore we reuse the same patterns that we have
already used as positive or negative evidence for Unity.

(one|two) CONCEPT

amount of CONCEPT

Dependence.Among the meta-properties Rigidity, Unity, Identity and Dependence we
consider Dependence as the most difficult one to learn automatically. Maybe, this is
because of the fact that relational knowledge, i.e. knowledge involving more than one
concept, is required in order to detect Dependence. Nevertheless, we tried to capture
Dependence of concepts by the following pattern:

cannot be (a|an)? CONCEPTwithout

Additional Patterns. Due to the flexible architecture of AEON, adding further patterns
is a very easy task. It simply requires the addition of the pattern in described format to
the XML file.

We had some more patterns in mind, but preliminary testing in GoogleTM revealed
often only a small number of hits, which would only lower the efficiency of the system
and not improve the output of the system adequately.

3.2.3 Discussion

The described approach is original, and quite a number of problems were raised. We
solved many of them, but some remain for further research. Both kinds are described in
this section.

Certain patterns could return a lot of inappropriate evidence. Searching for the frag-
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ment ”is no longer a computer”would also return”is no longer a computer hacker”,
which is false evidence about the Rigidity of computers. To solve this problem we intro-
duced linguistic preprocessing and patterns that recognizecomputernot being the subject
of the given example. Thus we can get rid of a lot of false evidence.

The other problem occurs with high level, abstract or seldom used concepts: they just
do not return hits, or return only a small, and thus usually unreliable number of evidence.
However, we do not consider this as a big problem in general, since this kind of very
abstract concepts mostly appear in upper-level ontologies which are typically smaller and
less dynamic than domain ontologies. If we do not get any hits, the concept will not
be part of possible constraint errors. So it does not really bother the user with wrong
warnings but rather simply ignores this concept.

A much bigger problem is given by the highly ambiguous nature of human language.
So far, our approach does not distinguish between different concepts which could be
meant by the word ”glass”, for example. Whereas the ”glass” which can be used to
drink water certainly has Unity, the ”glass” windows are made of does not have Unity.
Linguistic patterns do not help in this case. We will try to solve this problem by comparing
the context of the word – given by a GoogleTMsnippet or a Web page – with the semantic
neighborhood of the regarding concept.

Natural language is not as strict and formal as the OntoClean meta-properties. The
best known example is the English verbto be, which can have various meanings based
heavily on context, like subsumption, definition or constitution. But exactly these differ-
ent meanings play a crucial role within the OntoClean methodology. Thus, the translation
of the OntoClean definitions of meta-properties to commonly used language patterns was
quite challenging. With the patterns given in this section we hope to have achieved a
good balance between language ambiguity, pragmatic indication of meta-properties and
number of occurrences for a wide range of concepts.

The combination of negative and positive evidence right now just happens by simple
subtraction. Maybe more complex combinations will yield even better results. This is an
open issue. So is the difference between Non-, Anti- and Semi-Rigidity. Right now we
just consider Rigidity and Non-Rigidity, but the more detailed division may lead to an
even better evaluation of the ontology.

3.3 Evaluation

3.3.1 Data

As described in section 3.3.4 we decided to use the System, Top and Upper module of
the Proton ontology3 for the evaluation of our approach. The merged ontology consists

3http://proton.semanticweb.org/
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of 266 concepts, most of them annotated with a short natural language description. The
list of all concepts together with their descriptions was given to three human annotators
in the following calledA1, A2 andA3. All of them were considered to be experts in using
the OntoClean methodology. Nevertheless, whereas Rigidity, Identity and Dependence
were considered by all annotators, only two of them also assigned Unity labels to some of
the concepts. Table 3.1 shows the number of concepts and their corresponding taggings
created by each of the human annotators. The data sets labeledA1/A2, A1/A3, A2/A3 were
obtained by building the intersection of two of the single data sets. Obviously,A1/A2/A3,
which is the intersection of all three data sets – the set of concepts which are tagged
identically by all human annotators – is extremely sparse.

In order to illustrate how difficult it was for the human annotators to tag the ontology
according to the OntoClean methodology we measured the human agreement between
the data sets.strict means that two taggings were considered equal only if they were
totally identical. relaxed means that− and∼ were considered the same. Since our
approach so far does not distinguish between Semi- and Anti-Rigidity, for example, the
strict agreement can be neglected for the following evaluation. As shown by table 3.2 the
average human agreement is extremely low, which means close to the random baseline
and sometimes much lower than the results we obtained by automatic tagging. Given
these figures indicating the difficulty of this task, we believe any kind of automatic support
could be of great use for formal ontology evaluation.

3.3.2 Baseline

In order to obtain an objective baseline for the evaluation of AEON which is statistically
more meaningful than the human agreement (see table 3.2) we computed a random base-
line for the F-Measure as follows: Letx be the overall number of concepts to be tagged,p
the number of positive andn = x− p the number of negative examples. Given a random
tagging for alln concepts we can assume that half of them are tagged as+ and how many
are tagged as−. Of course, the fraction of positives within the whole data set tends to be
the same as in each of the randomly chosen subsetsS+ andS− of size n

2
. Therefore, the

number of true positives (TP ) and true negatives (TN ) is given byTP = p
x
∗ x

2
= p

2
and

FP = (1− p
x
)∗ x

2
= x

2
− p

2
= x−p

2
= n

2
whereas the false positives (FP ) and false negatives

(FN ) can be computed byTN = n
x
∗ x

2
= n

2
andFN = (1− n

x
) ∗ x

2
= x

2
− n

2
= x−n

2
= p

2
.

Obviously, the PrecisionP+ for the positive examples (for example, all concepts
tagged as+R) is given byP+ = TP/(TP + FP ), whereas the Precision for the neg-
ative examples can be obtained byP− = TN/(TN + FN). Recall can be computed by
R+ = TP/(TP + FN) andR− = TN/(TN + FP ) respectively.

Given Recall and Precision we can obtain the F-Measure for positive and negative
examples byF+ = 2∗P+∗R+

P++R+
andF− = 2∗P−∗R−

P−+R−
. This leads to anmacro-average F-

Measureof F = 1
2
∗ (F+ + F−), which we consider as a reasonable baseline for the

evaluation of our approach. A detailed overview of the concrete baselines we determined
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A1 / A2 A1 / A3 A2 / A3 A1 / A2 / A3

relaxed strict relaxed strict relaxed strict relaxed strict
R 58.7% 50.6% 63.0% 57.4% 71.1% 71.1% 46.3% 43.9%
U 61.1% 56.6% N/A N/A N/A N/A N/A N/A
I 66.4% 64.8% 71.7% 71.3% 71.1% 71.1% 54.5% 54.5%

D 48.9% 45.7% 75.0% 75.0% 15.0% 15.0% 15.0% 15.0%
avg 58.8% 54.2% 69.9% 67.9% 52.4% 52.4% 38.6% 37.8%

Table 3.2: Human Agreement

for all data sets is given by table 3.3.

3.3.3 Setting

Setting. Since we decided to evaluate our system separately forR, U, I andD, we made
2*7*4=56 experiments (one for each human annotator, each meta-property, with and with-
out linguistic filtering) using a number of Weka4 classifiers. In order to detect the lim-
itations of our approach and to see what we can potentially get out of the data we are
able to provide, we first tried many different types of classifiers, such as Support Vector
Machines, Bayesian classifiers and Decision Trees. Since the latter turned out to perform
best we finally decided to focus on the class of Decision Trees – among them ADTree,
RandomForest and J48, for example. The features given to these classifiers were sets
of evidences obtained by all patterns for the regarding meta-property (see section 3.2.2).
Precision, Recall and F-Measure for both positive and negative examples as well as the
macro-average F-Measure were determined by a 10-fold cross-validation. Please note
that for training and evaluation we only used those concepts which were annotated in the
regarding data set and for which we obtained at least some evidence. The percentage
of tests which failed, because we did not get any GoogleTMhits for the instantiated pat-
terns was about 20% for rigidity, 5% for identity and around 10% for unity. Because of
this, in many cases the number of examples we gave to the classifiers was extremely low
- especially for the agreement data setsA1/A2, A1/A3, A2/A3 andA1/A2/A3. The rea-
son why the results are nevertheless very promising, certainly is the good quality of the
classification features we get by using a pattern-based approach.

3.3.4 Lessons Learned

For the evaluation and training of our automatic methods, we needed a gold standard tag-
ging of an ontology with the OntoClean meta-properties. Although OntoClean is already
some years old and appeared in a number of publications, actual tagged ontologies were

4http://www.cs.waikato.ac.nz/ml/weka/
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found only extremely scarcely. Our best resource was the example ontology in [GW04]
and some examples in the other publications. This amounted to about 30-40 tagged con-
cepts. [WMCC04] describes the creation of another ontology evaluated with OntoClean,
but this is not publicly available. To the best of our knowledge there are no further avail-
able tagged ontologies.

So, we decided to tag an ontology on our own. We wanted a generic, domain-
independent ontology with a not too small number of concepts. This is to ensure that
the experience we gain and the classifiers trained will be most reusable for further on-
tologies evaluated with AEON in the future. We chose Proton5 and merged the System,
Top and Upper modules. The resulting ontology contained 266 concepts, as diverse as
Accident, Alias, Happeningor Woman.

We asked methodology and ontology engineering experts to tag Proton according to
the OntoClean methodology, because we wanted to base the evaluation of our own tech-
niques on this human tagging. Most of them told us that based on their experience with
OntoClean the manual tagging of an ontology such as Proton would take more than one
week. Some even considered this as an effort of one month – which would of course
render any evaluation of the ontology far too expensive to be efficient. Finally, we were
able to convince two of them to create a manual tagging of Proton. The third tagging we
used for our evaluation was done by one of the authors of this deliverable.

The tagging itself was very strenuous, and often uncertainty arose. Decisions were
debatable and the documentation of OntoClean was open to interpretation. The experts
tagged the ontology in the given time of four to six hours, but they achieved an agreement
far lower than expected (refer to table 3.2). Concepts similar to those in the example on-
tology in [GW04] were often tagged consistently, but the agreement on the other concepts
was low (close to the baseline given by random tagging). This suggests that the experts
rather worked by analogies (not surprisingly, given the time constraints) to the examples
(an approach that is very common for humans) than by applying the definitions of the
meta-properties.

Taking into account that OntoClean is only a method to evaluate the taxonomic re-
lationships of an ontology, these findings point to doubts concerning the efficiency of
manual tagging. Although there are some implementations that support the tagging with
OntoClean meta-properties in existing ontology engineering environments, the number of
actually tagged ontologies is obviously far too low. This again points to a discrepancy
between the expected work and the expected benefit of using OntoClean. To turn Onto-
Clean into a feasible and more often used ontology evaluation method, a far more precise
and yet broader understandable description of OntoClean must become available, or else
an approach for the automatic tagging of concepts must lower the time to tag ontolo-
gies dramatically. The latter approach requires far less training to the individual ontology
engineer and evaluator.

5http://proton.semanticweb.org
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The upper level ontology DOLCE6 was created with the principles of OntoClean in
mind. WordNet on the other hand was not created with ontological categories in mind,
but rather adhering to linguistic structures. Aligning those two should reveal numerous
errors in WordNet, by OntoClean standards, due to the different nature of the two. In
[G+03], where this task is described, the authors say that the alignment of DOLCE and
WordNet yielded almost only constraint violations regarding rigidity and much less on all
other meta-properties. Thus it was essential to get reliable results for rigidity, more than
for the other meta-properties.

Another problem is that tagging an ontology implies further ontological decisions
possibly unintended by the ontology creators. Subjective point of views going further
than the ontology is already committed to can be introduced through the tagging. For
example, regarding the conceptDalai Lamawe could state this concept is not rigid: a
person is chosen to become theDalai Lama. Thus a question of belief becomes relevant:
buddhist religion claims that one does not become theDalai Lama, but rather that one
is theDalai Lamasince birth - or not. It is not a role a person plays, but rather it is the
identity moving from body to body through the centuries. Simply tagging an ontology
therefore reduces its possible audience by further ontological commitments.

We see that this contradicts to the definition of Rigidity, as there seem to be possible
worlds where the concept is rigid and possible worlds in which it is not. Our approach
dodges this problem by basing the taggings on statistics over a large corpus instead of an
individual or small group’s subjective point of view.

3.4 Results

One of the main findings of our experiments was that linguistic filtering really helps in the
task of pattern-based ontology evaluation. As shown by tables 3.4, 3.5 and 3.7 without
linguistic filtering the baseline for macro-average F-Measure was missed several times.
And especially forIdentitywe noticed that the results could be improved by around 30%
with the help of linguistic filtering. Another interesting result of the evaluation was that on
average our system performed significantly better on the agreement, i.e. the intersection
of two or three data sets, than on the single data sets. This is probably due to the fact that
those concepts which were tagged identically by at least two of the human annotators are
easier to tag – maybe, because they are less ambiguous.

The overall conclusion we draw from the evaluation of AEON was that despite the
weaknesses of our pattern-based approach (see section 3.2) the first results are already
very promising. Given the small amount of training data we had and the fact that we
used standard Weka classifiers without much parameter tuning we hope to get even better
results in future experiments.

6http://www.loa-cnr.it/DOLCE.html



CHAPTER 3. CHANGE DISCOVERY BASED ON ONTOLOGY EVALUATION 34

P
R

F
C

la
ss

ifi
er

+
-

+
-

+
-

M
-a

vg
ba

se
lin

e
no

LF

A
1

59
.0

51
.4

69
.5

40
.0

63
.8

45
.0

54
.4

49
.9

61
.6

R
an

do
m

F
or

es
t

A
2

86
.9

31
.8

91
.0

23
.3

88
.9

26
.9

57
.9

43
.4

47
.8

A
D

T
re

e
A

3
76

.5
23

.5
76

.1
24

.0
76

.3
23

.8
50

.1
46

.4
44

.8
R

an
do

m
T

re
e

av
g

74
.1

35
.6

78
.9

29
.1

76
.3

31
.9

54
.1

46
.6

51
.4

A
1

/A
2

91
.3

64
.3

94
.9

50
.0

93
.1

56
.3

74
.7

43
.4

69
.4

A
D

T
re

e
A

1
/A

3
78

.2
66

.7
98

.0
12

.9
87

.0
21

.6
54

.3
46

.7
62

.6
D

ec
is

io
nS

tu
m

p
A

2
/A

3
93

.8
11

.1
93

.8
11

.1
93

.8
11

.1
52

.5
39

.3
48

.2
R

an
do

m
T

re
e

av
g

87
.8

47
.4

95
.6

24
.7

91
.3

29
.7

60
.5

43
.1

60
.1

A
1

/A
2

/A
3

95
.5

0.
0

10
0.

0
0.

0
97

.7
0.

0
48

.9
38

.7
48

.4
N

B
T

re
e

Ta
bl

e
3.

4:
R

ig
id

ity
(B

es
tR

es
ul

ts
w

ith
Li

ng
ui

st
ic

F
ilt

er
in

g)



CHAPTER 3. CHANGE DISCOVERY BASED ON ONTOLOGY EVALUATION 35

P
R

F
C

la
ss

ifi
er

+
-

+
-

+
-

M
-a

vg
ba

se
lin

e
no

LF

A
1

75
.0

34
.8

84
.1

23
.2

79
.3

27
.8

53
.6

47
.2

49
.5

A
D

T
re

e
A

2
79

.4
37

.5
86

.3
26

.8
82

.7
31

.3
57

.0
46

.2
45

.0
A

D
T

re
e

A
3

87
.3

55
.0

95
.8

26
.8

91
.4

36
.1

63
.8

43
.4

47
.9

R
an

do
m

F
or

es
t

av
g

80
.6

42
.4

88
.7

25
.6

84
.5

31
.7

58
.1

45
.6

47
.5

A
1

/A
2

87
.0

13
.3

90
.7

10
.0

88
.8

11
.1

50
.0

42
.0

54
.1

R
an

do
m

T
re

e
A

1
/A

3
93

.0
46

.7
95

.2
36

.8
94

.1
41

.2
67

.7
40

.5
50

.8
N

B
T

re
e

A
2

/A
3

95
.7

57
.1

98
.1

36
.4

96
.9

44
.4

70
.7

38
.6

48
.2

A
D

T
re

e
av

g
91

.9
39

.0
94

.7
27

.7
93

.3
32

.2
62

.8
40

.4
51

.0
A

1
/A

2
/A

3
95

.3
66

.7
99

.2
25

.0
97

.2
36

.4
66

.8
38

.0
48

.5
R

an
do

m
F

or
es

t

Ta
bl

e
3.

5:
Id

en
tit

y
(B

es
tR

es
ul

ts
w

ith
Li

ng
ui

st
ic

F
ilt

er
in

g)



CHAPTER 3. CHANGE DISCOVERY BASED ON ONTOLOGY EVALUATION 36

P
R

F
C

la
ss

ifi
er

+
-

+
-

+
-

M
-a

vg
ba

se
lin

e
no

LF

A
1

69
.5

49
.5

63
.6

56
.2

66
.4

52
.6

59
.5

49
.6

58
.8

D
ec

is
io

nS
tu

m
p

A
2

43
.0

61
.2

46
.0

58
.3

44
.4

59
.7

52
.1

47
.7

57
.8

A
D

T
re

e
A

3
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
av

g
56

.3
55

.4
54

.8
57

.3
55

.4
56

.2
55

.8
48

.7
58

.3
A

1
/A

2
57

.6
53

.6
51

.5
59

.7
54

.4
56

.5
55

.5
50

.0
60

.2
A

D
T

re
e

A
1

/A
3

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

A
2

/A
3

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

av
g

57
.6

53
.6

51
.5

59
.7

54
.4

56
.5

55
.5

50
.0

60
.2

A
1

/A
2

/A
3

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

Ta
bl

e
3.

6:
U

ni
ty

(B
es

tR
es

ul
ts

w
ith

Li
ng

ui
st

ic
F

ilt
er

in
g)



CHAPTER 3. CHANGE DISCOVERY BASED ON ONTOLOGY EVALUATION 37

P
R

F
C

la
ss

ifi
er

+
-

+
-

+
-

M
-a

vg
ba

se
lin

e
no

LF

A
1

68
.2

40
.9

69
.8

39
.1

69
.0

40
.0

54
.5

49
.7

39
.1

R
an

do
m

T
re

e
A

2
30

.0
81

.5
23

.1
86

.3
26

.1
83

.8
55

.0
41

.8
56

.7
R

an
do

m
F

or
es

t
A

3
10

0.
0

0.
0

10
0.

0
0.

0
10

0.
0

0.
0

50
.0

34
.7

50
.0

A
D

T
re

e
av

g
66

.1
40

.8
64

.3
41

.8
65

.0
41

.3
53

.2
42

.1
48

.6
A

1
/A

2
45

.5
70

.0
45

.5
70

.0
45

.5
70

.0
57

.8
44

.7
35

.3
A

D
T

re
e

A
1

/A
3

10
0.

0
0.

0
10

0.
0

0.
0

10
0.

0
0.

0
50

.0
35

.1
40

.0
A

D
T

re
e

A
2

/A
3

10
0.

0
0.

0
10

0.
0

0.
0

10
0.

0
0.

0
50

.0
N

/A
50

.0
A

D
T

re
e

av
g

81
.8

23
.3

81
.8

23
.3

81
.8

23
.3

52
.6

39
.9

41
.8

A
1

/A
2

/A
3

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

N
/A

Ta
bl

e
3.

7:
D

ep
en

de
nc

e
(B

es
tR

es
ul

ts
w

ith
Li

ng
ui

st
ic

F
ilt

er
in

g)



Chapter 4

Conclusion and Future Work

We presented and evaluated two approaches for discovering changes in ontologies based
on domain data analysis and formal ontology evaluation.

The first approach relies on the ontology learning framework Text2Onto in order to
extract different types of ontology elements from a changing corpus. Since all ontology
learning tasks are executed in an incremental manner, potential modifications to the ontol-
ogy will be proposed whenever the corpus changes. A detailed evaluation of the ontology
learning results showed very promising results, but also revealed a number of problems
related to the evaluation procedure and individual user perception. In particular, we found
a high disagreement among the human annotators especially with respect to the identi-
fication and the classification of instances. Apparently, an appropriate judgment of the
learned ontology elements is at least as difficult as the task of ontology learning itself.

The second approach towards data-driven change discovery applies the OntoClean
methodology in order to detect formal errors in a given taxonomy. For this purpose we
developed AEON, the first and only framework for the automatic formal evaluation of
ontologies. The evaluation of AEON yielded very good results, which could even be
improved by the use of a larger training set and some parameter tuning of the classifiers.

Text2Onto and AEON can be seen as two complementary approaches being imple-
mented independently of each other. Both rely on a linguistic analysis of natural lan-
guage text in order to suggest possible changes in ontologies. Whereas Text2Onto has
been developed to discover any kind of changes (including the addition of new concepts,
instances or relations), the main purpose of AEON is to detect formal errors in the tax-
onomic hierarchy and to identify subclass-of relationships which have to be removed or
modified in order to restore the formal correctness of the ontology.

For the future we are aiming at a detailed technical evaluation within the case studies
with particular focus on the incremental ontology learning techniques. We will develop
and evaluate a number of change strategies in order to customize the change discovery
process with respect to different users and application scenarios. Moreover, we are plan-
ning to integrate both of our approaches with methods for usage-driven change discovery

38
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within a common ontology evolution framework.



Appendix A

Text2Onto

A.1 License and Availability

Text2Onto is published under the GNU Lesser General Pub-
lic License (LGPL). Sources and binaries can be obtained from
http://ontoware.org/projects/text2onto/ .

A.2 Software Requirements

• Java 1.5+

• Any Java compatible operating system.

• GATE version 3.0+

• WordNet version 2.0

A.3 Installation (Windows)

1. Download Text2Onto fromhttp://ontoware.org/projects/text2onto/ .

2. Unzip file to<T2O-DIR > (e.g.c: \text2onto ).

3. Install GATE 3.0+1 to <GATE-DIR>.

4. Install WordNet 2.02 to <WN-DIR>.
1http://gate.ac.uk
2http://wordnet.princeton.edu/

40
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5. Please note that none of the above mentioned directories should have a name which
includes space characters, since this causes problems with the current version of the
Text2Onto installer.

6. Make sure that you have installed the latest version of the Java virtual machine3,
since Text2Onto does not work with Java versions prior to 1.5.

7. Run the Text2Onto installer by executinginstaller.bat or
<T2O-DIR >installer \installer \myInstall.jar . During the
installation procedure you will be asked to specify the home directories of GATE
and WordNet.

8. Starttext2onto.bat .

A.4 Graphical User Interface

The graphical user interface of Text2Onto is composed of different views for the con-
figuration of the ontology learning process and the presentation of the results (cf. figure
A.1).

On the top left (A) there is a controller view, which can be used to set up an workflow
by selecting appropriate algorithms for the different ontology learning tasks. The user
may choose among a number of pre-defined strategies for combining the results of these
algorithms (see figure A.2).

In the bottom left corner (B) the user will find a corpus view, which allows him to set
up a corpus by specifying the text documents the ontology should be extracted from.

The panel on the right (C) shows the results of the current ontology learning process.
There are different tabs - one for each type of modeling primitives extracted from the
corpus.

And finally, below the results panel there is a view for debugging output and GUI error
messages. Please note that most of the run-time information generated by Text2Onto is
still printed to the command line.

In order to start the ontology learning process, the user can selectFile→ Runfrom the
main menu or just press the appropriate toolbar button.

Moreover, theFile also allows to start a new ontology learning session (New), import
an existing ontology (Import), export the POM to a concrete KAON or RDFS ontology
(Export) and exit Text2Onto (Exit).

Once, an ontology has been extracted from the corpus the different modeling prim-
itives are displayed to the user, who can interact with the POM by giving feedback to
individual learning results (cf. figure A.3).

3http://java.sun.com



APPENDIX A. TEXT2ONTO 42

Figure A.1: GUI

A maximum degree of traceability is given by the fact that the user can not only view
the change history of any ontology element, but also get a natural language explanation
for all modeling decisions of the system (see figure A.4).

A.5 API

In addition to the graphical user interface, Text2Onto features a java-based API which
provides users and developers with programmatic access to the complete functionality
of the ontology learning framework. This programming interface allows for integrating
Text2Onto in other software applications and facilitates the development of new ontology
learning algorithms.

The following example (cf. listing A.1) shows how to set up a simple ontology learn-
ing workflow including one type of concept extraction and different concept classification
algorithms for learning subclass-of relationships. The resulting POM is then transformed
into a simple KAON ontology.



APPENDIX A. TEXT2ONTO 43

Listing A.1: API

Corpus co rpus = CorpusFac to ry . newCorpus ( sCorpusDi r ) ;
POM pom = POMFactory . newPOM ( ) ;
A l g o r i t h m C o n t r o l l e r ac =

new A l g o r i t h m C o n t r o l l e r ( corpus , pom ) ;

/ / concep t e x t r a c t i o n
ac . addAlgor i thm ( new TFIDFConcep tEx t rac t ion ( ) ) ;

/ / concep t c l a s s i f i c a t i o n
ComplexAlgor i thm c o n c e p t C l a s s i f i c a t i o n =

new ComplexAlgor i thm ( ) ;
c o n c e p t C l a s s i f i c a t i o n . se tCombiner ( new AverageCombiner ( ) ) ;
ac . addAlgor i thm ( c o n c e p t C l a s s i f i c a t i o n ) ;

ac . addAlgor i thmTo ( c o n c e p t C l a s s i f i c a t i o n ,
new P a t t e r n C o n c e p t C l a s s i f i c a t i o n ( ) ) ;

ac . addAlgor i thmTo ( c o n c e p t C l a s s i f i c a t i o n ,
new V e r t i c a l R e l a t i o n s C o n c e p t C l a s s i f i c a t i o n ( ) ) ;

ac . addAlgor i thmTo ( c o n c e p t C l a s s i f i c a t i o n ,
new W o r d N e t C o n c e p t C l a s s i f i c a t i o n ( ) ) ;

ac . e x e c u t e ( ) ;

On to logyWr i t e r w r i t e r = new KAONWriter ( pom ) ;
w r i t e r . w r i t e ( new URI ( ”pom . kaon ” ) ) ;
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Figure A.2: Controller View
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Figure A.3: User Feedback

Figure A.4: Changes
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