Discovering Connotations as Labels for Weakly Supervised Image-Sentence Data
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ABSTRACT
Growth of multimodal content on the web and social media has generated abundant weakly aligned image-sentence pairs. However, it is hard to interpret them directly due to intrinsic "intension". In this paper, we aim to annotate such image-sentence pairs with connotations as labels to capture the intrinsic "intension". We achieve it with a connotation multimodal embedding model (CMEM) using a novel loss function. Its unique characteristics over previous models include: (i) the exploitation of multimodal data as opposed to only visual information, (ii) robustness to outlier labels in a multi-label scenario and (iii) works effectively with large-scale weakly supervised data. With extensive quantitative evaluation, we exhibit the effectiveness of CMEM for detection of multiple labels over other state-of-the-art approaches. Also, we show that in addition to annotation of image-sentence pairs with connotation labels, byproduct of our model inherently supports cross-modal retrieval i.e. image query - sentence retrieval.
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1 INTRODUCTION
Vast amount of visual data is created daily and major chunk of it is found on the web and social media. Many approaches are built to leverage such data (e.g. Flickr) for building datasets [8, 19, 21] by employing human efforts to filter the noisy images and annotate them with object categories. However, human involvement includes cost and also acquire other problems such as incompleteness and bias [22]. Hence, an alternative approach would be to learn visual features and object detectors directly without using any manual labeling.

Hitherto, some approaches have explored the idea of automatically leveraging different types of web data from sources constituting only images [7] and images accompanied with text [36] to build visual models [31]. Although, it is asserted that the data is automatically extracted (e.g. search engines) and trained. Models are generally subjected to bias added by sources from which they are acquired. For example, image search engines (e.g. Google) usually concentrate on acquiring high-precision over recall and hence rank those images higher where a single object is centered with a clean background. In this case, images obtained may contain false positives but images themselves are not very complex to interpret i.e. images represent objects which can be easily localized.

However, other forms of web data (e.g. social media) usually contain complex images which can be refereed with labels denoted by different connotations. Linguistically, a connotation is refereed to an idea that a word may hold which is in addition to its main or literal meaning (i.e. denotation). Pertaining images, it denotes that an image can also be described with connotations (e.g. abstract meaning) in addition to their usual denotations (e.g. visual objects depicting WordNet categories). Also from the perspective of logic and semantics, connotation refers to intension[5]. Figure 1 shows sample image-tweet pairs where an image-tweet pair augmented with connotations along with their denotations is better interpretable when compared against rest. It is evident that adding connotations to complex images usually found on social media platforms is beneficial. Howbeit, most part of current research usually concentrate only building visual models that handle denotations and only learn from images.
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Hence in this paper, we aim to add such diversity in labels by harnessing large-scale data. Usually, standard web-scale image datasets (e.g. YFCC100M [30]) have shorter textual context and provide only denotations. However, connotations can be acquired only from the larger textual context. Therefore, our first goal is to acquire such image-textual data which provide such a context. Specifically, 1) we leverage Twitter\textsuperscript{4} to collect weakly supervised image-tweet pairs data that provides such a context. Since manual annotation of image-tweet pairs at the scale of Twitter is tedious. We leverage semantic annotation and disambiguation approaches [3] for generating connotations. 2) Second, an architecture based on embedding models [13, 33] is leveraged to capture correlation between image-tweets and connotations by learning their common space representation. Further, for any given input image-tweet, connotations are ranked according to the dot product between connotation representation. Further, for any given input image-tweet, connotations are ranked according to the dot product between connotation representation. 3) Lastly, byproduct of our model is used to perform cross-modal retrieval to compare its effectiveness with other similar approaches.

We believe that this work will provide a new direction for exploiting social media data to achieve varied visual tasks without human labeling effort. In rest of the paper, Section 2 presents related work and the Section 3 describes our approach to learn features from image-tweet pairs and then learn a connotation model to rank the connotations. Further, experimental setup Section 4 present the preliminaries about dataset and evaluation measure. While experimental results are presented in Section 5 followed by the conclusion and future work.

2 RELATED WORK

Our related work can be drawn from many closely aligned areas.

4https://twitter.com/

2.1 Labeling Images with Webly Supervised Learning

There has been a long standing interest in mining visual data from the web [6]. Many approaches [34] have focused there efforts on either cleaning the web data by leveraging pre-trained models built from datasets created with human supervision (e.g. ImageNet [8]) or aimed to automatically discover hidden patterns to train models directly from it [39]. Our work also focuses on the later objective and has an intent to tackle noise involved in such scenarios for building effectual models. Already, some approaches [35] have handled similar challenges by filtering the noise when learning visual models. However, we differ from them by directly not learning visual representation models (e.g. CNNs [16, 28]) as we understand that learning from CNN with noisy labeled data is still an open problem. But, we leverage multimodal data to address the challenge. Also, aforementioned approaches only operate with single label per image, while we predict multiple labels per image.

2.2 Cross-Modal Retrieval with Images and Text

One of the closely aligned research fields is cross-modal retrieval with images and text. Over the past few years many approaches are proposed for cross-modal retrieval concerning images and textual forms observed in variable lengths such as phrases, sentences and paragraphs. Most of these early proposed approaches belong to subspace learning methods which learn a common space for cross-modal data, in which the similarity between the modalities is measured using varied distance metrics. Several of such subspace learning methods exists such as Canonical Correlation analysis (CCA) [23] etc.

However, subspace learning methods are generally susceptible to scaling challenges. To overcome such issues, probabilistic graphical model (PGM) based approaches are proposed such as correspondence Latent Dirichlet Allocation (Corr-LDA) [2] and their variations. Howbeit, these approaches also faced drawback as exact inference in general is intractable and has to depend on the approximate inference methods, such as variational inference, expectation propagation, or Gibbs sampling.

Deep neural network based methods overcame challenges observed in subspace learning and PGM models by designing robust techniques that can scale to large data and also avoid intractable inference issues. Approaches such as deep restricted boltzmann machine (Deep RBM) [29], deep canonical correlation analysis (DCCA) [1], correspondence autoencoder (Corr-AE) [12] and deep visual-semantic embeddings [13] used multimodal inputs to learn representations of common spaces.

Our approach falls in-line with the family of deep learning methods and is proximal to the visual-semantic embedding approaches. However, our model goal is bigger than performing common space learning, we aim to predict of multiple labels by leveraging common space of each multimodal pair.

2.3 Hashtag Prediction

Prediction of connotations which captures intensity in social media data is also closely aligned with the hashtag prediction [33] or recommendation [27]. Hashtags are regularly observed to capture...
authors sentiment or comprehension on a particular topic. However, they are usually illustrated with n-grams or abbreviations and sometimes difficult to interpret when compared with semantically enriched connotation labels.

Nevertheless, initially several approaches have leveraged deep neural networks to build their models only with social media text (e.g., Tweets) for prediction or recommendation. However, these approaches pursued different paths to achieve their goal. Weston et al., [33] composed semantic embeddings from hashtags, while Dingra et al. [10] utilized character-based embeddings and Gong et al., [15] used attention-based CNN. Only recently, using hashtags enriched connotation labels. Thus, we propose to leverage charLSTM i.e., $\Psi$ structural of the entire tweet. Thus, we propose to leverage charLSTM i.e., $\Psi(T, \Theta)$ to build embedding for each tweet, where $\Theta$ represent parameters of charLSTM. Initially, characters in a tweet are read sequentially to be further fed as input to an charLSTM encoder for encoding a tweet it into a $\mathbb{R}^T$ vector.

3.1.2 Image Representation. For representing images (I) into fixed vector ($\mathbb{R}^I$). We use pre-trained CNN on ImageNet classes as a feature extractor i.e. $\Phi(I)$ to obtain the image embeddings from the raw image. The image vectors of dimensionality $\mathbb{R}^I$ are extracted from the final fully connected layer of the network without the top Softmax layer.

3.1.3 Tweet-Biased Image Representation. Image and tweet representations belong to two different feature spaces and do not share any common representation. To associate image and tweet representations, image-tweet bilinear model gives a simple method for leveraging tweet information by adding a tweet dependent bias term to the image embedding. In particular, the tweet-biased image embedding $g(\Phi(I), \Psi(T))$: $\mathbb{R}^I \times \mathbb{R}^T \rightarrow \mathbb{R}^d$ is defined by Equation 1.

$$g(\Phi(I), \Psi(T)) = W_I^T \Phi(I) + W_T^T \Psi(T)$$ (1)

where $W_I \in \mathbb{R}^{d \times d}$ and $W_T \in \mathbb{R}^{T \times d}$ are image and tweet parameter matrices respectively.

3.2 Connotation Multimodal Embedding Model

The connotation multimodal embedding model (CMEM) denoted using the function $f(\Phi(I), \Psi(T)), E_y \theta) \in \mathbb{R}^d$ learns a joint embedding space for connotation embedding matrix ($E_y$) and tweet-biased image representations ($g(\Phi(I), \Psi(T))$) to rank connotations. Figure 2 presents the overall model.

To learn parameters of $f(\cdot)$ in $\mathbb{R}^K$, an optimization problem is solved using the loss function (l) given by Equation 2.

$$\min_\theta \frac{1}{N} \sum_{n=1}^{N} l(f(g(\Phi(I_n), \Psi(T_n)), E_y \theta), Y_n) + \lambda ||\theta||^2_2$$ (2)

where $\theta$ refers to the parameters of the CMEM.

Furthermore, we design the loss function (l) in a manner to leverage large datasets and enforce $f(\cdot)$ to produce results whose values for true connotations are greater than those for negative connotations for any given image-tweet pair. In particular, pairwise rank loss (PRL) [4] suits such a criteria and is given by Equation 3.

$$l_{prl} = \sum_{y \notin Y_i} \sum_{y \in Y_i} \max(0, \alpha + f_y(y) - f_y(y))$$ (3)

where $\hat{y}$ represent negative connotations for any given positive connotation $y$, alpha is the hyper-parameter that denotes margin. However, $l_{prl}$ is not smooth everywhere and thus makes it difficult to optimize.

Therefore for CMEM, we propose to explore three different losses that provides better theoretical guarantees than the $l_{prl}$ and makes easier for optimization. In the following, we first present the two existing techniques based on pairwise rank loss (i.e. WARP [32] and LSEP [20]) and then present our proposed loss function.

3.2.1 Weighted Approximate Rank Pairwise (WARP) Loss. Weston et al. [32] extended pairwise rank loss provided in Equation 3 by adding weights on violations with Weighted Approximate Rank Pairwise (WARP) loss given by Equation 4.

$$l_{warp} = \sum_{y \notin Y_i, \hat{y} \in Y_i} w(\hat{y}) \max(0, \alpha + f_y(y) - f_y(y))$$ (4)
3.2.2 Log-Sum-Exp Pairwise (LSEP) loss. Addressing issues in $l_{prl}$ and $l_{warp}$ such as non-smoothness, adaptable margins etc., Li et al. [20] proposed Log-Sum-Exp pairwise (LSEP) loss by modifying exponential pairwise rank loss ($l_{epl}$) [38] given by the Equation 5.

$$l_{lsep} = \log \left( 1 + \sum_{y \in Y} \sum_{y' \in Y} \exp (f_y(y') - f_{y'}(y)) \right)$$

LSEP is expected to provide flexibility to the learning problem by allowing adaptable margins per sample pair and also making it smooth everywhere. Also, LSEP do not use weight function $w(\cdot)$ as it is expected have implicit weight effect to penalize the lower ranked positive connotations harder. Although, LSEP have many advantages such as it can linearly scale with vocabulary size with negative sampling technique [14] and provide better numeric stability. Nevertheless, it still lack two key abilities. (1) $l_{lsep}$ is not $\alpha$-convex [25]. This means that we cannot place a bound on how long gradient descent takes to converge. Howbeit, it partially mitigates the problem with regularization (2) $l_{lsep}$ uses variant of logistic loss, thus making it sensitive to outliers in the data and assigns large loss values to them. We aim to overcome such challenges with our proposed penalized-logistic-sum pairwise (PLSP) loss.

3.2.3 Penalized-Logistic-Sum Pairwise (PLSP) Loss. It can be comprehend from aforementioned sections that pairwise ranking approaches depend on variants of hinge loss (e.g. $l_{prl,l_{warp}}$), exponential loss (e.g. $l_{epl}$) and logistic loss (e.g. $l_{lsep}$). Our proposed approach is the variant of truncated logistic loss and is expected to be $alpha$-convex while being robust to outliers. Equation 6 shows the loss function $l_{plsp}$.

$$l_{plsp} = \log \left( 1 + \sum_{y \in Y} \sum_{y' \in Y} \exp \left( \frac{\min(f_y(\cdot) - f_{y'}(\cdot),s)}{\max(f_y(\cdot) - f_{y'}(\cdot),-s)} \right) \right)$$

where $s < 0$ denotes location of truncation. Important property of $l_{plsp}$ is that the denominator value in the exponential cannot get extremely small because it is lower bounded by $s$. Similarly, numerator of the equation cannot get cannot get extremely big. Therefore, it makes $l_{plsp}$ robust to noise of outliers and also smooth everywhere due to exponential.

4 EXPERIMENTAL SETUP

4.1 Dataset

In this section, we introduce a new dataset called TwitterBrexit collected from Twitter.

4.1.1 Dataset Procurement. In the following, we present varied stages involved in creation of the dataset.

Tweets Collection is specific to a domain i.e. Brexit in our case. This is undertaken to reduce noise in the collection and to ensure connotations set is interpretable. Otherwise, we will end up procuring randomly distributed labels and could lead to uninterpretable results. Initially, we attained seed topic words using Google trends\(^5\) during the period of May 2015 and May 2016 for searching Twitter. Topic words such as Brexit, Immigration, Racism, Theresa, etc., are then used as queries to Twitter search API\(^6\) for collecting tweets. This step is iterated several times until a long list of tweets are acquired.

Tweets pruning is performed to acquire only those tweets with corresponding images. We found that only 25% of the tweets collected are accompanied with images. Further, pruned image-tweet

\(^5\)https://trends.google.com/trends/
\(^6\)https://developer.twitter.com/en/docs/tweets/search/overview/basic-search
pairs is again processed to eliminate junk, tweets without words, English only tweets and duplicates.

4.1.2 Dataset Peculiarity. The new dataset introduced in this paper is peculiar and also challenging to process when compared against other similar datasets on the following aspects. First, dataset is collected from the social media platform. Hence, the language usually used will be informal comprising grammatical mistakes and large vocabularies. However, there are also additional characteristics which is helpful for highlighting information present in the image-tweet pair such as hashtags. Second, the association between the image and tweet is often loosely connected. Hence, they are weakly supervised. Third, dataset is useful for large-scale training and can be exploited to test robustness of multi-label classifiers.

4.1.3 Creation of Connotations. For acquiring connotations for images present in the collection, text aligned with images is leveraged. An usual strategy to make sense or extract intension from the social media text is by annotating them with semantic enricher’s. Acquired connotations are considered as a brief summarization of the content present in the text. Hence, connotations also support better information interpretation. We leveraged semantic annotation and disambiguation tool [37] to obtain such labels. Since these labels are acquired from the text aligned with images, labels are also expected to describe images. However, they are not preferable for direct learning of image recognition models. As they are extracted automatically without human supervision and hence can induce noise into learning. In total, the dataset contained ~30k distinct connotations as labels. The mean number of labels per tweet was 2.3 with a standard deviation of 1.3. A large fraction of labels describe the content of the image, with many synonyms. Others describe abstract meaning representing possible intension in the image content (e.g. Economics, Xenophobia).

The distribution of labels in the dataset is far from uniform: the top 10 labels account for 47% of the total and ~27k of them appear less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset. It is difficult to predict infrequent labels, so we limit top 1387 labels which have less than 10 times throughout the whole dataset.

collection comprises around 160,004 image-tweet pairs for training, 10,000 for validation and 10220 for testing.

4.1.4 Applications of the Dataset. We leverage the dataset mainly for multi-label prediction. However, we also show that it is also useful for cross-modal retrieval.

4.2 Evaluation Measures
To measure the effectiveness of discovering connotations as labels for images. We use different measures such as recall, multi-label accuracy, Hamming loss [11] and coverage.

4.2.1 Recall@k (R@k). measures the fraction of relevant con-notation labels for each test image-tweet pair that are ranked in the top k given by Equation 7.

\[
\text{Accuracy} = \frac{1}{|q|} \sum_{j=1}^{|q|} \frac{|X_j \cap Y_j|}{|Y_j|}
\]

where \(X_j\) refers to the predicted correct labels and \(Y_j\) the ground-truth labels for the \(j\)-th query.

4.2.2 Multi-label Accuracy@k (ML-A@k). measures the proportion of predicted correct labels that are ranked in the top k to the total number of ground-truth labels for a given image query. Overall accuracy is the average across all queries given by Equation 8.

\[
\text{Accuracy} = \frac{1}{|q|} \sum_{j=1}^{|q|} \frac{|X_j \cap Y_j|}{|X_j \cup Y_j|}
\]

Higher the value of accuracy, better the performance.

4.2.3 Hamming Loss (HL). measures how many times on an average the relevance of an instance to a class label is incorrectly predicted. Also, hamming loss consider both prediction error (i.e. prediction of incorrect label) and missing error (i.e. missing out the relevant label) normalized over total number of classes and examples given by Equation 9

\[
\text{HL} = \frac{1}{|q||N|} \sum_{j=1}^{|q|} \sum_{l=1}^{|N|} \left( \mathcal{F}(l \in X_j \land l \notin Y_j) + \mathcal{F}(l \notin X_j \land l \in Y_j) \right)
\]

where \(\mathcal{F}\) refers to the indicator function and \(l\) to the semantic labels. In practice, smaller the value of HL, better the performance.

4.2.4 Coverage. evaluates how much one needs to traverse the ranked list of labels on average to cover all the relevant labels of the sample and is provided by Equation 10

\[
\text{Cov} = \frac{1}{|q|} \sum_{j=1}^{|q|} \max(\text{rank}(X_j)) - 1
\]

Smaller the value of coverage, better the performance.

5 EXPERIMENTS
5.1 Implementation
As discussed in aforementioned sections, important constituents of our CMEM are CNN, charLSTM, connotation embeddings and a loss function. For image representation, we explored two different CNN models, mainly VGG16 [28] and ResNet50 [16] pre-trained on the ImageNet ILSVRC dataset [26] by extracting features of dimensions 4096 and 2048 respectively from the final fully connected layer of the network without the top Softmax layer. For the charLSTM,
we initialized character embeddings with 512 dimensions using Glorot uniform. Connotations acquired from semantic enricher are Wikipedia titles (i.e. concepts) which are also observed in DBpedia. Therefore, we leveraged wiki2vec to obtain 256 and 512 dimension embeddings for concepts. CMEM is now trained using Adam optimizer [18] with gradient clipping having maximum norm of 1.0 for 10 epochs. The weight decay $\lambda$ in the regularization term of Equation 2 is set to $5e^{-5}$.

5.2 Results and Discussion

5.2.1 Baselines. We design our baselines based on the usage of varied loss functions with CMEM. For example, CMEM-warp represents our CMEM with the WARP loss.

5.2.2 Quantitative Analysis (Label Prediction). To conduct our evaluation, we leveraged the TwitterBrexit dataset mentioned in the Section 4.1. Different approaches are evaluated based on measures such as recall at 10 (R@10), accuracy at 10 (ML-A@10) and hamming loss (HL). Table 1 shows the results attained. We can notice that the CMEM-prl performed poorly when compared against all other models. However, when only advanced models like CMEM-warp and CMEM-lsep are compared, it can be observed that CMEM-lsep outperforms CMEM-warp on both recall and accuracy. Howbeit, for HL there seems to have no significant difference. This can be attributed to better optimization achieved with $l_{lse}$. Furthermore, we can perceive that CMEM with our proposed loss i.e. CMEM-plsp performs particularly well in terms of accuracy, recall and HL when compared against other baselines. Results also convey that our proposed loss in CMEM was particularly robust to outliers and could leverage that with significant gains in both recall and accuracy. Also, few more observations can be made about visual features and dimensions of connotation embeddings. ResNet50 performs better than VGG16, while larger dimensions for connotation embeddings perform better than their counterparts with lesser dimensions.

5.2.3 Quantitative Analysis (Cross-modal Retrieval). A natural consequence of CMEM is learning of parameters $W_I$ and $W_T$. During learning, both of them are updated jointly when optimized w.r.t connotations. Hence, they inherently share correlation between image and tweets.

In this section, we evaluate their effectiveness with image query for tweet retrieval and compare them with standard subspace learning methods such as canonical correlation analysis (CCA) and its variants (i.e. regularized CCA (RCCA)) using Mean rank. We also explored other representations for the text such as latent Dirichlet allocation (LDA) [2]. The LDA model is trained with 50 topics to represent each tweet with 50-dimensional LDA feature by the topic assignment probability distributions. Table 2 shows the comparison of different approaches for image to tweet retrieval.

5.2.4 Qualitative Analysis (Label Prediction). Figure 6 presents sample results attained with CMEM using different loss functions.
It can be seen that connotations extracted shows better intension from the image-tweet pair when compared against using only denotations captured from the image.

6 CONCLUSION AND FUTURE WORK

In this paper, we presented an approach to automatically extract connotations as labels for images by leveraging weakly supervised image-tweet data. We showed that the approach is scalable to many new classes and can support large scale image recognition as required in Web scenarios. In future, we aim to extend the approach to varied domains and check its generalization ability. Also, we would like to address other problems such as label inter-dependency and sparsity.
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Table 1: Connotation Label prediction Results on TwitterBrexit. R@10, ML-A@10 represent percentages (%). Bold denote best, while underline represent second best.

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>Connotation Embeddings</th>
<th>CNN Architecture</th>
<th>R@10</th>
<th>ML-A@10</th>
<th>HL</th>
<th>Cov</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMEM-prl</td>
<td>256</td>
<td>VGG16</td>
<td>18.11</td>
<td>35.42</td>
<td>0.416</td>
<td>12.61</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>VGG16</td>
<td>18.17</td>
<td>35.84</td>
<td>0.412</td>
<td>12.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>18.84</td>
<td>36.10</td>
<td>0.408</td>
<td>12.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VGG16</td>
<td>18.90</td>
<td>36.54</td>
<td>0.406</td>
<td>12.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>19.02</td>
<td>36.78</td>
<td>0.404</td>
<td>12.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VGG16</td>
<td>19.10</td>
<td>37.80</td>
<td>0.396</td>
<td>12.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>19.24</td>
<td>38.24</td>
<td>0.389</td>
<td>12.10</td>
</tr>
<tr>
<td>CMEM-warp</td>
<td>256</td>
<td>VGG16</td>
<td>19.22</td>
<td>38.15</td>
<td>0.390</td>
<td>12.14</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>VGG16</td>
<td>19.30</td>
<td>38.84</td>
<td>0.382</td>
<td>12.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>19.44</td>
<td>39.16</td>
<td>0.374</td>
<td>11.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VGG16</td>
<td>19.51</td>
<td>39.40</td>
<td>0.371</td>
<td>11.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>19.63</td>
<td>40.05</td>
<td>0.368</td>
<td>11.85</td>
</tr>
<tr>
<td>CMEM-lsep</td>
<td>256</td>
<td>VGG16</td>
<td>19.54</td>
<td>39.84</td>
<td>0.369</td>
<td>11.88</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>VGG16</td>
<td>19.63</td>
<td>40.08</td>
<td>0.368</td>
<td>11.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>19.68</td>
<td>40.26</td>
<td>0.366</td>
<td>11.79</td>
</tr>
<tr>
<td>CMEM-plsp (ours)</td>
<td>256</td>
<td>VGG16</td>
<td>20.15</td>
<td>40.62</td>
<td>0.370</td>
<td>11.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td>20.24</td>
<td>40.94</td>
<td>0.368</td>
<td>11.63</td>
</tr>
</tbody>
</table>

Table 2: Mean rank (lower the better) using different percentage (%) of image queries for retrieval. RCCA-* represent different regularization (100, 1000). Underline represents second best. All results are reported using ResNet50 as image features.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Methods</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Rank</td>
<td>CCA-LDA</td>
<td>5371</td>
<td>5570</td>
<td>5627</td>
<td>5767</td>
<td>5779</td>
<td>5753</td>
<td>5774</td>
<td>5770</td>
<td>5752</td>
<td>5766</td>
</tr>
<tr>
<td></td>
<td>RCCA-100-LDA</td>
<td>4902</td>
<td>5083</td>
<td>5224</td>
<td>5303</td>
<td>5312</td>
<td>5309</td>
<td>5312</td>
<td>5306</td>
<td>5304</td>
<td>5315</td>
</tr>
<tr>
<td></td>
<td>RCCA-100-LDA</td>
<td>4873</td>
<td>5060</td>
<td>5203</td>
<td>5260</td>
<td>5269</td>
<td>5267</td>
<td>5272</td>
<td>5262</td>
<td>10263</td>
<td>5275</td>
</tr>
<tr>
<td></td>
<td>CCA-charLSTM</td>
<td>3616</td>
<td>3989</td>
<td>4130</td>
<td>4347</td>
<td>4409</td>
<td>4515</td>
<td>4572</td>
<td>4627</td>
<td>4661</td>
<td>4690</td>
</tr>
<tr>
<td></td>
<td>RCCA-100-charLSTM</td>
<td>3637</td>
<td>3965</td>
<td>4125</td>
<td>4328</td>
<td>4397</td>
<td>4504</td>
<td>4565</td>
<td>4613</td>
<td>4650</td>
<td>4682</td>
</tr>
<tr>
<td></td>
<td>RCCA-1000-charLSTM</td>
<td>3708</td>
<td>3909</td>
<td>4181</td>
<td>4377</td>
<td>4451</td>
<td>4551</td>
<td>4615</td>
<td>4649</td>
<td>4683</td>
<td>4719</td>
</tr>
<tr>
<td>CMEM-prl</td>
<td>2618</td>
<td>2986</td>
<td>3124</td>
<td>3341</td>
<td>3403</td>
<td>3509</td>
<td>3562</td>
<td>3617</td>
<td>3652</td>
<td>3688</td>
<td>3688</td>
</tr>
<tr>
<td></td>
<td>2627</td>
<td>2959</td>
<td>3112</td>
<td>3318</td>
<td>3381</td>
<td>3381</td>
<td>3302</td>
<td>3551</td>
<td>3603</td>
<td>3641</td>
<td>3672</td>
</tr>
<tr>
<td>CMEM-warp</td>
<td>2608</td>
<td>2989</td>
<td>3101</td>
<td>3277</td>
<td>3311</td>
<td>3481</td>
<td>3515</td>
<td>3549</td>
<td>3583</td>
<td>3619</td>
<td>3619</td>
</tr>
<tr>
<td></td>
<td>2588</td>
<td>2908</td>
<td>3121</td>
<td>3227</td>
<td>3286</td>
<td>3496</td>
<td>3488</td>
<td>3529</td>
<td>3575</td>
<td>3596</td>
<td>3596</td>
</tr>
</tbody>
</table>
Figure 6: Sample qualitative results (red: False positives, Blue: True positives) attained with CMEM using different loss functions. Top-2 ranked connotations obtained are presented for each case. CMEM-plsp (Best) refers to the best model obtained from Table 1. Denotations are captured only using images with a commercial image recognition API.