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Abstract
Moving towards the next generation of personalized learning environments requires intelligent approaches powered by analytics for advanced learning contexts with enriched digital content. Micro-Learning through Massive Open Online Courses is riding the wave of popularity as a novel paradigm for delivering short educational videos in small pre-organized chunks over time, so that learners can get knowledge in a manageable way. However, with the ever-increasing number of videos, it has become challenging to arrange and search them according to specific categories. In this paper, we get around the problem by bridging Learning Analytics and Cognitive Computing to analyze the content of large video collections, going over traditional term-based methods. We propose an efficient and effective approach to automatically classify a collection of educational videos on pre-existing categories which uses (i) a Speech-to-Text tool to get video transcripts, (ii) Natural Language Processing and Cognitive Computing methods to extract semantic concepts and keywords from video transcripts for their representation, and (iii) Apache Spark as Big Data technology for scalability. Several classifiers are trained on the feature vectors extracted by Cognitive Computing tools. Then, we compared our approach with other combinations of state-of-the-art feature types and classifiers over a large-scale dataset we collected from Coursera. Considering the experimental results, we expect our approach can facilitate the development of Learning Analytics tools powered by Cognitive Computing to support content managers on micro-learning video management while improving how learners search videos.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

The ever-increasing availability of digital data brings unprecedented possibilities to analyze different educational facets. Learners, teachers, designers and managers have been mobilized to investigate how data can be used to support learning and teaching. This intense interest has given rise to tools and techniques in the research field of Learning Analytics (LA) (Baker & Inventado, 2014). Notable examples include the identification of learners at risk of failing (Xing, Chen, Stein, & Marcinkowski, 2016) and the analysis of data flows coming from the interactions among communities (Barak, Watted, & Haick, 2016). The field is in its dynamic youth, and there are numerous opportunities to unlock the potential of LA, especially with the rapid development of emerging technologies such as Cognitive Computing and Big Data.

In the large set of educational data, micro-learning videos embedded into Massive Open Online Courses (MOOCs) represent one of the most powerful medium to deliver knowledge to learners in small chunks over time. This combination promises to have a solid future as proved by the recent experiences in Kloos, Jermann, Perez-Sanagustin, Seaton, & White, 2017, as an example. Even more, over 58 million people were registered for a MOOC and about 6850 MOOCs were provided by over 700 institutions up to 2016.1 In this context, the most popular providers are currently Coursera2 and EdX.3 In contrast with traditional educational models where learners interrupt their activities for hours, micro-learning processes from 5 to 15 min have a positive impact in knowledge acquisition (Coakley, Garvey, & O’Neill, 2017). They provide
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adaption to the constraints of human brain with respect to atten-
tion span and high flexibility (Leach & Hadi, 2017; Sun et al., 2015).

However, with the ever-increasing number of micro-learning videos, managing large video collections is turning into a chal-
enge for content managers. Human annotation and organization is
time-consuming and non-cost-effective. On the other hand, searching videos given specific categories of interest is becoming
hard for learners. This has raised the need of LA tools powered by
intelligent methods for effective and efficient video classification.
Recent studies (Basu, Yu, & Zimmermann, 2016; Valiente, Sicilia,
Garcia-Barriocanal, & Rajabi, 2015) tend to model the problem as
a text classification task which automatically assigns one category
from a set of predefined ones to a video based on the transcript (i.e.
a written version of the content presented by the speaker). These
works focused on traditional long face-to-face video lessons which
provide a lot of information in comparison to micro-learning
videos. Furthermore, these approaches usually map video trans-
scriptions using Term-Frequency-Inverse Document Frequencies (TF-
IDF), one of the most popular representations in literature. Even if it
is simple and widely-used, several limitations have emerged. Text
documents are modeled as a set of term frequencies, regardless the
position in the document or semantic links with other words. It
follows that the knowledge derived by the information behind the
text is lost.

Emerging Semantic Web resources and techniques have been
recently combined with Data Mining and Knowledge Discovery
methods in or order to manage huge amount of data to perform
analysis and obtain useful insights out of the data (Ristoski &
Paulheim, 2016). Cutting-edge cognitive computing systems such as
IBM Watson⁴ and Microsoft Cognitive Services⁵ can extract
concepts, emotions, entities, keywords, and relations from un-
structured text, and use advanced machine learning algorithms to
derive analytics, generate predictions and hypothesis in a scalable
way. Therefore, they can offer Cognitive Computing potential to LA,
so that the knowledge lost by the existing approaches can be
recovered and enriched. This has led to the contribution at the basis
of our work.

In this paper, we are interested in supporting the development
of LA tools powered by Cognitive Computing by investigating (i)
how we can extract and merge features extracted from micro-
learning videos to improve their representation in the eyes of
machine learning algorithms, and (ii) which machine learning al-
gorithm is best at taking advantage of such features in terms of
effectiveness and efficiency in micro-learning video classification.
We aim to bridge LA and Cognitive Computing to analyze micro-
learning video collections through a fully-automated pipeline, go-
ning over traditional term-based methods (e.g. TF-IDF). More
precisely, we propose an efficient and effective approach to classify
a collection of educational videos on pre-existing categories which
uses (i) a novel Speech-to-Text tool to get video transcripts, (ii)
cutting-edge Natural Language Processing and Cognitive Computing
tools to extract semantic concepts and keywords for their
representation, and (iii) Apache Spark as Big Data technology for
scalability. Several classifiers have been trained on feature
vectors extracted by Cognitive Computing tools on a dataset
downloaded from Coursera. Considering the experimental results,
our approach promises to improve micro-learning video classi-
fication performance and have practical implications in the devel-
opment of LA tools (e.g. recommendation and automation).

The contribution of this paper is threefold.

- We arranged a large-scale dataset composed by features
  extracted from 10,328 videos downloaded from Coursera. They
  are pre-annotated with 7 general-level categories and 34
  specific-level categories. The dataset⁶ is made publicly available
  to promote further research in the field.
- We propose a fully-automated approach for effective and effi-
cient classification of micro-learning videos based on Cognitive
  Computing for feature extraction and on top of Big Data tech-
nologies for fast computation, going over traditional term-based
  methods, with several practical implications in the development
  of cognitive-driven LA tools.
- We provide an extensive performance evaluation in terms of
  effectiveness and efficiency for micro-learning classification,
  comparing our approach with different combinations of feature
types and classification algorithms on the collected dataset to
  assess which one is best at taking advantage of the peculiarities
  of micro-learning videos.

The rest of the paper is organized as follows. Section 2 outlines
the background at the basis of our contribution. Next, Section 3
presents our approach for micro-learning video classification, de-
tailing the components and how they work together. Section 4
describes the experimental evaluation we performed. Finally, Sec-
section 5 envisions the practical implications of our approach on LA
and Section 6 concludes the paper.

2. Background

In this section, we first provide an overview of how the analysis
of learning resources can play a significant role in LA. Then, we
focus on the advantage of integrating Cognitive Computing tech-
niques for video content exploration, highlighting similarities and
differences between our approach and the existing ones. Finally, we
describe relevant Big Data technologies and their essential contrib-
ution to achieve fast computation.

2.1. Learning Analytics

Existing LA approaches typically exploit data generated by users
during normal interactions with e-learning technologies (Gasevic,
Dawson, Rogers, & Gasevic, 2016). Several studies focused on the
prediction of either the students at risk of failing or the students’
grades (Almutairi, Sidiropolous, & Karypis, 2017; Costa, Fonseca,
Santana, de Araújo, & Rego, 2017). However, they tend not to
consider how the performance of algorithmic techniques at the
basis of LA tools influences the students’ behavior during common
e-learning tasks. For instance, they investigate whether providing a
taxonomy of videos helps students, without considering the per-
formance of the underlying classification algorithm which is
essential as well. Moreover, no deep semantic exploration of the
resources selected as appropriated for a given learning context is
performed. It follows that modern LA tools should consider the
content of resources in addition to the interaction with them, espe-
cially to find the most appropriate ones.

In the next generation of personalized learning environments, it
is essential to provide resources tailored to the learner’s need while
integrating interactions, skills and competencies with the mapping
of knowledge of disciplines (Siemens, 2013). In this direction,
powering LA tools with content-based resource analysis promises
to support content managers during video organization and
learners during search in well-organized educational
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⁶ Please contact the authors via e-mail to get a copy of the dataset.
environments. We point out a novel viewpoint in modeling LA tools, leveraging information conveyed by learning resources.

2.2. Cognitive computing for content analysis

Cognitive computing represents a new appealing model to develop applications capable of working well where traditional methods fail because they are limited by a high level of uncertainty, noise and complexity in data processing. In general, its traditional applications are based on text mining techniques while there are other ones based on data mining, machine learning and deep learning (Bengio, 2009). Cognitive Computing systems can ingest data from external resources, add functions to identify patterns and relationships in large and unstructured data, and consequently interpret massive amount of varieties of them. In this way, they attempt to mimic human behaviors, adding the ability to manage huge amount of data (Chen, Argentinis, & Weber, 2016). Therefore, Cognitive Computing services can reduce the gap between the interpretation and the summarization of information, learning from a large set of interrelated concepts, providing a key for their comprehension and generalization.

One of the most popular Cognitive Computing system is IBM Watson. On February 2011, it was introduced as a question-answering system based on advanced natural language processing, information retrieval, knowledge representation, and automated reasoning. It is currently composed by 14 tools which provide analytics and interaction services. In this set, the Natural Language Understanding analytics tool provides a collection of natural language APIs which enables developers to explore unstructured text, detecting and inferring high-level insights. This service applies multiple technologies to enable the comprehension of vast data resources, independently from their domain. It provides, among others, the following set of functions: entity extraction, sentiment analysis, keyword extraction, concept tagging, relation extraction, language detection, text extraction, micro-formats parsing, feed detection and linked data. Processing the semantic context provided by these functions helps to infer high-level features characterizing the topic of a text, without suffering from noisy data. In this paper, we use high-level features to indicate features resulting from content exploration carried out by Natural Language Understanding tools.

2.3. Video content analysis

Multimedia classification and indexing are two tasks required to organize and store resources so that they can be quickly retrieved. Several machine learning techniques try to automatize these tasks in an accurate and non time-consuming way.

The term classification is defined as the procedure to select the most appropriate category for a resource from a predefined taxonomy. In recent years, this topic has been widely explored (Farid, Zhang, Rahman, Hossain, & Strachan, 2014; Ren, Peetz, Liang, Van Dolen, & De Rijke, 2014; Song & Roth, 2014; Tang, He, Baggenstoss, & Kay, 2016). Similarly to the previous works, we have adopted some pre-existing classification algorithms such as Support Vector Machine (SVM) (Orazio, Landis, Palmer, & Schrodt, 2014; Tang, Qin, & Liu, 2015; Xing, Wang, Zhang, & Liu, 2014), both in its C4.5 (Quinlan, 2014) and Stochastic Gradient Descent (SGD) variant (Bottou, 2010), Decision Trees (DTs) (Breiman, Friedman, Olshen, & Stone, 1984), and Random Forests (RFs) (Breiman, 2001). They have been selected due to their wide adoption in previous works. Moreover, they have achieved good performance on large-dimensional spaces.

However, it is well-known that the usual characteristics of a video presented in form of visual frames and audio tracks make the classification harder in relation to text content. In order to address this issue, researchers tend to use video metadata (Alguir & Bhat, 2016) and video content information such as visual frame sequences (Gkalelis & Mezaris, 2014; Yang & Wang, 2016), audio tracks (Feki, Ammar, & Alimi, 2016), transcripts (Ellis, Jou, & Chang, 2014; Kim et al., 2014), or multiple combinations of them (Chen, Cooper, Joshi, & Girod, 2014; Garibotto et al., 2013; Wang & Ji, 2015). In spite of good results obtained using low-level features, emerging semantic-based alternatives have a huge potential to better describe video content.

Recently, some studies have been focused on higher level features to model the content of videos. In Jiang, Yu, Meng, Mitamura, & Hauptmann, 2015, the authors presented a novel system for content understanding and semantic search on a video collection based on low and high level visual features. In a similar way, Oh et al., 2014 investigated the problem of detecting or classifying single video-clips by means of the event occurring in them, which is defined by a complex collection of elements including people, objects, actions, and relations among them. The authors in Dalton, Allan, & Mirjalili, 2013 proposed to generate queries on videos exploiting Automatic Speech Recognition (ASR) and Optical Character Recognition (OCR) directly. However, we point out that the type of video represents a relevant characteristic to better understand their content. Hence, the information channels used for a reliable analysis should be selected in relation to the way the information is mainly transmitted. In micro-learning videos, the greatest amount of knowledge is transmitted by voice. Therefore, we have chosen video transcripts as source of information. Similar approaches have been already adopted, considering the extraction of transcripts from videos through ASR systems and the detection of features from them. For instance, the authors in Ellis et al., 2014 used the transcripts to improve a sentiment classification of general videos. Besides, Kim et al., 2014 proposed various video navigation techniques in educational context. One of their approaches used keyword clouds computed from the transcripts using TF-IDF scores, and provided a topic summarization to help learners to understand the video content. In the e-learning domain, retrieval and classification tasks were performed by Basu et al., 2016 using Latent Semantic Allocation to find and represent topics conveyed by a video lecture. The method demonstrated the ability of better representing in comparison to the information extracted from title and tags associated to a video. Other existing works tend to consider external contents or corpus for performing classification tasks. For instance, the authors in Chen, Cao, Song, Zhang, & Li, 2010 used Wikipedia as an open resource knowledge to match videos with the most suitable category based on a taxonomy. Differently, we used APIs making our approach independent on updates and exploitable on new content with no remarkable changes.

The analysis of audio tracks as textual transcripts is an attractive way to be exploited as the most rich channel of information for micro-learning videos. In this direction, we investigate how novel feature types extracted from transcripts by Cognitive Computing tools can improve their classification. In contrast to the previous works, we face video content analysis exploiting the Natural Language Understanding capabilities provided by IBM Watson, enriching TF-IDF results with semantic information. Embedding the service in our approach, we then focus on the analysis of various feature sets and classification algorithms to achieve better classification performance.
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2.4. Big Data technologies

The Big Data movement consists of increasingly powerful and relatively inexpensive computing platforms with fault-tolerant storage and processing carried out through thousands of processors. The current volume of data managed by existing systems has surpassed the processing capacity of the traditional ones and this applies to data mining as well (Wu, Zhu, Wu, & Ding, 2014). The arising of new technologies and services (e.g., Cloud Computing and Grid Computing) and the reduction in hardware price have led to an ever-growing rate of information on the Internet. Consequently, Big Data applications in various domains, such as economics and finance (Aymerich, Fenu, & Surcis, 2009) and computer networks (Fenu & Nitti, 2011), can be efficiently moved into the cloud to analyze larger amounts of data.

In last years, several platforms for large-scale processing have tried to face the problem of Big Data (Fernández et al., 2014). These platforms try to bring closer distributed technologies to standard users (e.g., engineers and data scientists) by hiding the technical nuances derived from distributed environments. On the other hand, Big Data platforms also require additional algorithms that give support to relevant tasks, like big data preprocessing and analytics. Standard algorithms for those tasks must be also re-designed if we want to learn from large-scale datasets. It is not a trivial thing and presents a big challenge for researchers. The first framework that enabled the processing of large-scale datasets has been Map Reduce. This tool has been intended to process and generate huge datasets in an automatic and distributed way. By implementing two primitives, Map and Reduce, the user is able to use a scalable and distributed tool without worrying about technical nuances such as failure recovery, data partitioning or job communication. Apache Hadoop has emerged as the most popular open-source implementation of Map Reduce, maintaining the aforementioned features. In spite of its great popularity, Map Reduce is not designed to scale well when dealing with iterative and online processes typical in machine learning and stream analytics. Apache Spark has been designed as an alternative to Hadoop capable of performing faster distributed computing by using in-memory primitives. Spark is built on top of a new abstraction model called Resilient Distributed Datasets (RDDs). This versatile model can control the persistence and the partition of data effectively and efficiently.

3. The proposed approach

In this section, we describe the approach for micro-learning video classification proposed in this paper. Fig. 1 depicts its components and how they work together.

The Classification Manager orchestrates the overall process. First, it calls the Pre-Processing Module to extract the transcripts from the videos included into the dataset. Then, these transcripts are handled by the Feature Extraction Module which computes the corresponding features. During training, the Classification Manager sends both features and category labels to the Classifier Module. During testing, only the features are sent, and the returned categories are matched with the original ones stored in the dataset to evaluate the performance. We detail all the modules in the following subsections.

3.1. Big Data manager

We have employed Apache Spark 1.6.1 and MLlib library. MLlib is the Spark’s machine learning library aimed at making practical machine learning scalable and easy. It includes common learning algorithms and utilities, such as classification, regression, clustering, collaborative filtering, dimensionality reduction, as well as lower-level optimization primitives and higher-level pipeline APIs. Including it makes our approach general and flexible. We can easily use any classifier available within the MLlib library, whose code is already optimized with the Map-Reduce paradigm to run over a cluster. We might also use any other classifier of other libraries not specific for Apache Spark. The cluster has been preliminarily configured to use over 100 machines within the laboratory of our department.

3.2. Pre-Processing module

This module takes a micro-learning video as an input and returns the cleaned version of the associated transcript as an output. Given a micro-learning video v, the module sends it to the Speech-to-Text service of the IBM Watson’s suite, which combines grammar rules with knowledge of audio signals for translating the spoken language of an audio track in its written form. Its choice depends on the fact that it is one of the most accurate and easily manageable speech-to-text tools (Marković, Popat, Antonacci, Sarti, & Kumar, 2016). The service returns a plain text t(v) corresponding to the transcript of v. The module converts all the words in t(v) to lowercase and each one of them is compared with the WordNet dictionary in order to get the correct one, w, if w contains errors; otherwise, w and w’ have the same value. Each word w in t(v) is substituted in t(v) with the correct w’, obtaining t(v). Finally, the module removes stop-words from t(v) and returns it as cleaned transcript.

3.3. Features extraction module

The Features Extraction Module has the purpose of representing a micro-learning video with a set of features. It takes a cleaned transcript from the Pre-Processing Module as input and returns a set of pairs where the first element is the identifier string of the feature and the second element is the relevance of that feature for the corresponding transcript. The relevance value spans in the range [0, 1] where a value closer to 0 represents a low relevance and a value closer to 1 represents a high relevance of the corresponding feature for the transcript.

From the transcript, the module can extract TF-IDF features and high-level features. It returns one of these feature sets according to a flag set up into the Feature Selector submodule. More precisely, for the high-level features, the module calls the Natural Language Understanding API provided by the IBM Watson’s suite, which contains a collection of natural language processing functions aiming at extracting keywords, concepts, entities and so on from texts. Currently, the module exploits only concepts and keywords, but it can be easily extended to a wider set of features. This service works well for semantic content extraction since it contains a wide range of pre-trained models, and can process large samples of actual human language to derive rules governing the natural language in a sentence. In our case, the Features Extraction Module shapes keywords and concepts into vectors. The first one includes important topics typically used when indexing data. The service
identifies and ranks keywords directly mentioned in the text. The second one represents concepts not necessarily referenced in the text, but with which the transcript text can be associated. These concepts are inferred from the relations between syntactic and semantic elements of the sentences. Both for concepts and keywords, the service computes a weight that indicates the relevance we exploited in our vectors. These feature sets enable our approach to perform high-level analysis than just TF-IDF.

Given a cleaned transcript \( t(v) \) as returned from the Pre-Processing Module, the module first computes for each word \( w \in t(v) \) its TF-IDF value building the TF-IDF vector \( \text{tf-idf}(t(v)) \). Then, it sends \( t(v) \) to the Natural Language Understanding service and requests to obtain a concepts vector \( c(t(v)) \) and a keywords vector \( k(t(v)) \). The service returns them as JSON data. For each vector, a list of pairs is returned where the first element of each pair is the string identifier and the second element is the relevance associated to it in the range \([0,1]\). After that, the module builds a unique feature vector \( kc(t(v)) \) by concatenating \( c(t(v)) \) and \( k(t(v)) \).

As an example, we consider a short segment of a video transcript about computer networks. The text and the corresponding concepts and keywords extracted using IBM Watson are shown in Fig. 2. "Computer network" is the only concept extracted even though it is not directly mentioned in the text. A number of four keywords were returned. In the case of a collision between two identifiers from concepts and keywords vectors, the module computes the mean between the associated relevance values and stores a single instance of the identifier accordingly.

3.4. Classifier module

The Classifier Module aims at finding the most appropriate category for a given video using the underlying classifier trained on a number of labeled samples. The classifier implements a function \( f(t'(v)) \rightarrow c \) where \( f(t'(v)) \) is the features vector of \( t'(v) \) and \( c \) is the category returned by the classifier and of the given taxonomy. The module can implement any classification algorithm, independently from the feature type. In particular, our approach tests DT, SVM, RF, and SVM+SGD since they are the most widely used algorithms as emerged from literature review. However, our approach does not depend on this design choice and any classification algorithm can be used.

4. Experimental study

In this section, we describe the experiments we performed to explore both the effectiveness and the efficiency of our approach. First, we describe how we generated the dataset and present the evaluation measures we adopted. Then, we present the performance of the proposed approach using several combinations of different feature sets and classifiers.
4.1. Dataset description

We collected one real-world micro-learning video dataset from Coursera to validate our methodology. This task was necessary since, to the best of our knowledge, there exists no benchmark dataset for micro-learning video classification. We collected 10,328 videos from 617 courses whose primary language is English. Coursera pre-assigned the courses to 7 general-level categories and 34 specific-level categories. Coursera has a courses catalog; each course has one general-level category and one specific-level category. Moreover, each course contains a set of videos. Each downloaded video was assigned to the same categories of the course it belongs.

Each extracted video is assigned to one general-level category and one specific-level category and contains a number of words ranging from 200 to 10,000 (avg. 1525; std. 1017). The overall distribution of videos per category is reported in Fig. 3 and Fig. 4. The dataset is challenging, since it contains fine-grained categories that require subtle details to differentiate (e.g. Business Essentials and Business Strategy). Moreover, video transcripts contain less words than documents typically used in text classification. The language style is different, since the transcripts are derived from speaking activities, not written.

4.2. Performance measures

We mapped the video classification problem as a text classification problem. Hence, we adopted the most common performance measures for this task: precision, recall, and F-measure. Because we were dealing with a multi-class classification problem, we first define how to calculate them for each category.

Given a specific category $c_i$ from the category space $c_1, ..., c_n$, the corresponding precision $P_{c_i}$, recall $R_{c_i}$, and F-measure $F_1_{c_i}$ are defined by the following formulas:

$P_{c_i} = \frac{TP_{c_i}}{TP_{c_i} + FP_{c_i}}$  
$R_{c_i} = \frac{TP_{c_i}}{TP_{c_i} + FN_{c_i}}$  
$F_1_{c_i} = \frac{2 \cdot R_{c_i} \cdot P_{c_i}}{R_{c_i} + P_{c_i}}$

where $TP_{c_i}$ (true positives) is the number of videos assigned correctly to the category $c_i$, $FP_{c_i}$ (false positives) is the number of videos that do not belong to the category $c_i$, but they are assigned to this category incorrectly and $FN_{c_i}$ (false negatives) is the number of videos that actually belong to the category $c_i$, but they are not assigned to this class.

Then, we need to compute the average performance of a binary classifier (i.e. one for each category) over multiple categories. There are three main methodologies for the computation of averaged metrics (see Sokolova & Lapalme, 2009 for more information). They can be summarized as follows:

- **Micro-Averaged (Micro).** The metrics are globally calculated by counting the total number of true positives, false negatives and false positives, with no category differences.
- **Macro-Averaged (Macro).** The metrics are locally calculated for each category and the unweighted mean is computed. This does not consider categories imbalance.
- **Weighted-Averaged (Weight).** The metrics are locally calculated for each category, then their average is obtained by weighting each category metric with the number of instances of the category in the dataset. Therefore, each category does not contribute equally to the final average and some of them contribute more than the others.

To test the performances of our approach, we considered nine scores obtained from the combination of the metrics (precision, recall, F-measure) with the modalities for average computation (micro, macro, weighted), for each one of the two categories spaces of our dataset (general-level and specific-level).
4.3. Performance evaluation

In this section, we focus on exploring the effectiveness and the efficiency of our approach for a certain number of combinations of the features sets, classification algorithms and metrics. The software was developed using PyCharm 2016.2 environment. We used Python as programming language. For each experiment, we adopted a 10-fold stratified cross validation, so that the folds were made by preserving the percentage of samples for each category, then the reported results were averaged over ten runs. Apache Spark was set underneath and the code was developed on top using map reduce functions that allows scalability in the cluster of more than 100 machines we configured. For the experiments, 12 cores were previously allocated.

**Feature-Classifier Combinations** In order to evaluate our approach, we tested it with a number of alternative combinations of four features representations and four classification algorithms. The features representations included TF-IDF (baseline), concepts, keywords, and the combination of keywords and concepts. While, the classifiers were the implementations of the following algorithms provided by Buitinck et al., 2013:

- Decision Tree (DT). This method creates a model based on C4.5 algorithm, predicting the value of a target variable by learning decision rules from data features. The model has a root node containing all data features of the training set. Then, the root node is split into several children according to a given criteria. This process recursively continues on children until there are no other nodes to be split.
- Support Vector Machine (SVM). This method plots each data item as a point in n-dimensional space (where n is number of features) with the value of each feature being the value of a particular coordinate. Then, it finds the set of hyper-planes that better differentiate the categories. A linear combination of vectors determines the location of the decision boundaries producing the best separation of categories.
- Random Forest (RF). This method is a meta estimator that fits a number of decision tree classifiers on various random sub-samples of the dataset and uses averaging to improve the predictive accuracy and control over-fitting. Each decision tree, individually, is a weak classifier, while all the decision trees taken together would be a strong classifier.
- Support Vector Machine + Stochastic Gradient Descent (SVM+SGD). This method extends the standard SVM implementation including the SGD algorithm during training. SGD finds the best coefficients describing the decision boundaries through a classification function which minimizes a hinge loss function and allows performing training over large data while reducing the computation time.

**Computational Time Evaluation** We evaluated the efficiency of the proposed approach in terms of the size of the features vectors used and the time required to perform both the training and the test for a given classifier.

Table 1 summarizes the basic statistics with respect to the different feature sets. The first column indicates the name of the feature set, the second column shows its size, while the other two columns report the average and the standard deviation of the number of non-zero elements. The vector sizes for the combination concepts and keywords is greater than all the others. However, the average number of its non-zero elements is smaller than that of the TF-IDF. Hence, high-level features can be more discriminative.

Table 2 reports the total time required for a given algorithm with a given features set to perform the training and the test phases over a single fold. In the results, SVM+SGD algorithm provided the best computational time, especially in case of concepts with no large vector size. The computational time mostly depends on the particular classifier and the number of features. For example, the computational time for SVM+SGD classifier using concepts as features takes 0.05 s due to the lower time required by SVM+SGD and the lower size of the concepts feature set.

**Precision-Recall Analysis** We evaluated the performances of all the classifiers trained on TF-IDF, keywords, concepts, and keywords plus concepts using precision, recall and F-measure. The results in Table 3 indicate that using keywords outperforms TF-IDF only with the SGD approach. Using concepts generally gives better results than using keywords, and as with the use of keywords, they outperform TF-IDF in case of SGD algorithm. With concepts, we obtain higher precision and lower recall, particularly for macro and weighted evaluations. For SVM and SVM+SGD, keywords plus concepts outperforms TF-IDF.

Table 4 shows the results of the classifiers on specific categories. In this case, SGD classifier trained using keywords continues to outperform TF-IDF, while its performance decreases if trained on concepts. When combining keywords and concepts, the overall performance improves and, in case of SVM+SGD, can be considered better than TF-IDF with an improvement up to 9%. The worst case shows a maximum loss of 7% when SVM is adopted. As far as the specific categories classification is concerned, it is worth noticing that they are not equally distributed as the general categories (as clearly shown in Tables 3 and 4) and this high variance negatively affects the classification using high-level features (keywords, concepts and their combination), especially those with a low number of features for the training.

**Overall Evaluation** In most cases, our approach can produce good performance, regardless the increasing algorithm complexity in terms of video size or transcript size. In fact, the first one

| Table 1 | Basic statistics about the used features sets. |
|---|---|---|---|
| Feature Set         | Total Size | Avg. | Std. Dev. |
| TF-IDF (baseline)   | 117,073    | 260  | 513   |
| Concepts            | 28,952     | 21   | 13    |
| Keywords            | 332,023    | 78   | 26    |
| Keywords + Concepts | 361,975    | 99   | 31    |

| Table 2 | Computational time for both training and test steps. For each pair of features set and category level, bold values represent the computational time spent by the fastest algorithm. |
|---|---|---|---|
| Features Set | Algorithm | Execution Time [s] |
|              | General Categories | Specific Categories |
| TF-IDF (baseline) | DT | 5.23 | 7.92 |
|                  | RF | 12.20 | 39.81 |
|                  | SVM | 3.70 | 16.25 |
|                  | SVM+SGD | 0.25 | 1.12 |
| Keywords         | DT | 3.32 | 7.21 |
|                  | RF | 11.06 | 43.96 |
|                  | SVM | 3.32 | 11.21 |
|                  | SVM+SGD | 0.20 | 1.00 |
| Concepts         | DT | 1.13 | 1.88 |
|                  | RF | 2.38 | 7.67 |
|                  | SVM | 0.31 | 2.21 |
|                  | SVM+SGD | 0.05 | 0.20 |
| Keywords + Concepts | DT | 4.00 | 8.34 |
|                   | RF | 13.53 | 50.38 |
|                   | SVM | 3.95 | 12.84 |
|                   | SVM+SGD | 0.26 | 1.06 |
influences only the time required to extract transcripts from videos. No assumptions can be done on transcript sizes in relation to video sizes since the number of words included into a transcript depends on the amount of content orally provided by the teacher during the video lesson. The second one has an impact on feature extraction. Training and test are not directly influenced by the transcript size because the size of each feature vector depends on the size of the word dictionary used to map features. Moreover, the number of relevant features extracted from a long transcript can be less than those extracted from a short one due to repetitions and stop words.

Considering the trade-off between effectiveness in terms of precision, recall, F-measure and efficiency in terms of computational time, the combinations achieving best results include SVM or SVM+SGD as algorithm and TF-IDF or Keywords + Concepts as features. However, SVM+SGD algorithm is generally over ten times faster than SVM. With SVM+SGD, our approach using Keywords + Concepts outperforms that using TF-IDF from 7% to 9% in terms of precision, recall and F-measure. The combination using SVM+SGD and Keywords + Concepts achieves performance comparable with that using SVM and TF-IDF in terms of effectiveness, but strongly better in efficiency. The experimental results demonstrate that Keywords + Concepts combined with SVM+SGD can scale well, maintaining good performances in almost all cases.

5. Practical implications

The promising experimental results inspire several practical applications of our approach worthy of future study to develop cognitive-driven LA tools within a broad domain of educational research. This section presents a set of relevant examples.

One of the primary application domains of LA and data mining techniques is the recommendation of learning materials to students. Semantic techniques can lead to the evolution from a TF-IDF-based to a concept-based representation of items and user profiles. In this context, content-based recommendation techniques can combine our classification approach with students data in order to build tailored student’s profiles from their set of watched videos, by looking for most similar resources to the ones that a student has previously used. Using deep semantic content analytics, students can gain improvements in learning because they can be directly driven to resources that best fit their interests, reducing the time required for retrieval.

Since LA makes use of different data mining and machine learning techniques for analysis of educational content, our approach has a potential for automating repetitive and time-consuming tasks usually performed by educational researchers and practitioners. These include automation of micro-learning classification processes, tagging generation and organization of

Table 3
Performance measures for micro-learning video classification over general categories.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Micro</td>
<td>Macro</td>
<td>Weight</td>
</tr>
<tr>
<td>TF-IDF (baseline)</td>
<td>DT</td>
<td>0.48</td>
<td>0.56</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.58</td>
<td>0.61</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.70</td>
<td>0.72</td>
<td>0.71</td>
</tr>
<tr>
<td>Keywords</td>
<td>DT</td>
<td>0.35</td>
<td>0.49</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.43</td>
<td>0.51</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.65</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>Concepts</td>
<td>DT</td>
<td>0.44</td>
<td>0.68</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.52</td>
<td>0.67</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.62</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>Keywords + Concepts</td>
<td>DT</td>
<td>0.46</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.55</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.69</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>SVM+SGD</td>
<td>0.68</td>
<td>0.69</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 4
Performance measures for micro-learning video classification over specific categories.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Micro</td>
<td>Macro</td>
<td>Weight</td>
</tr>
<tr>
<td>TF-IDF (baseline)</td>
<td>DT</td>
<td>0.46</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.58</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.71</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>Keywords</td>
<td>DT</td>
<td>0.34</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.43</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.62</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>Concepts</td>
<td>DT</td>
<td>0.39</td>
<td>0.49</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.48</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.57</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td>Keywords + Concepts</td>
<td>DT</td>
<td>0.41</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.51</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.66</td>
<td>0.70</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>SVM+SGD</td>
<td>0.67</td>
<td>0.64</td>
<td>0.69</td>
</tr>
</tbody>
</table>
learning resources. MOOC platforms usually contain a large amount of videos which need to be organized based on their content for being provided to students. Content managers need to know the concepts behind videos which should be accurately allocated into a taxonomy for a fast and qualitative organization. With our approach, micro-learning videos can be automatically placed into a predefined taxonomy, increasing the quality of their arrangement into MOOC platforms while reducing the effort required to content managers.

Another primary challenge of working with large amounts of video content is indexing and retrieval. The increasing development of advanced multimedia applications requires new technologies for organizing and retrieving from content databases of digital videos. To this aim, video content must be described and adequately coded. Our approach can be easily extended to index and retrieval, allowing semantic annotation and querying in video databases. In this way, learners can be supported during the search of the most appropriate content fitting their requirements. Even more, our automated pipeline facilitates the development of video-to-video search tools, making a step forward to mitigate the well-known semantic gap problem.

Since the majority of learning forms involve use and creation of videos, several analytics techniques have been applied to investigate them. In an e-learning platform, the success of LA tools requires both a simple user interface to directly interact with users and algorithms supporting them for achieving and managing resources they are interested in. Our contribution provides a back-end powered by Cognitive Computing and Big Data for several LA tool interfaces which require to work with micro-learning videos.

6. Conclusions

We have presented a novel method for micro-learning video classification. Our approach extracts transcripts from videos using novel speech-to-text systems and exploits Cognitive Computing to represent the features of each video transcript. Moreover, it leverages Big Data technologies for fast computation.

The experimental results show how our approach achieves good performance in most cases for both computational time and precision-recall analysis. Our feature representation combines concepts and keywords extracted from cutting-edge Cognitive Computing tools and exploits the semantic behind the text that traditional approaches fail to capture. Considering the experimental results, we expect our approach powered by Cognitive Computing can facilitate the development of cognitive-driven LA tools aimed at supporting content managers to arrange micro-learning video collections while improving how learners can exploit categories for exploring it.

In next steps, we plan to test our approach on larger datasets of micro-learning videos, even collected from YouTube and annotated by using crowdsourcing services (e.g. Crowdflower\(^12\)). Leveraging Apache Spark allows the method to be scalable enough to process and classify millions of videos. Moreover, we would embed our approach as a base for LA tools to conduct usability and subjective evaluation as well as quantifying the impact that content-based LA tools have. Furthermore, our approach might be combined with experiential data and interactions of students for the purpose of video recommendations that better fit learners’ interests.

With the ever-growing interest in LA as well as the rapid development of Cognitive Computing and Big Data technologies, combining them has a good potential to advance innovation on personalized learning environments. LA services powered by Cognitive Computing promise to shape the future of higher education. Our contribution tries to make a jump-start towards this upcoming era of cognitive-driven education.
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