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Executive Summary

This deliverable is part of the work in Workpackage 1 “Dynamics of Networked Ontologies” of the NeOn
project. Following the work in Task 1.4, we extend our work in D1.4.1 to develop an integrated approach for
the managing semantic data, networked ontologies and related metadata in the distributed scenario. For this
individual part of Workpackage 1, we develop new prototypes that handles complex relationships between
distributed semantic data, including ontologies and relational databases.

In NeOn project, an obvious example is FAO, which often have many departments, maintaining distributed
data that are reasonably interconnected. In order to take advantage of semantic technologies, FAO people
have been trying to populate ontologies from databases but they find it is quite inefficient to directly query
large ontologies that represent as data from database.

As we focus on convenient maintenance and efficient processing of complicated interactions between databases
across physical and organizational boundary, it’s possible to use networked ontologies to integrate distributed
databases, realizing query answering over distributed and interconnected databases.

In this deliverable, we take advantage of recent development of networked ontologies model, introducing a
novel approach to integrate distributed databases using networked ontologies. Compare with our previous
work in D1.4.1, we have several advantageous:

• We extend our mappings from ontology-ontology mapping to ontology-database schema mapping;

• the new developed NeOnQA is now able to query database using semantic queries;

• we implement a tool to link ontology with database by creating ontology-database mapping, called
NeOnDBMap.

NeOnQA relies on the decentralized network infrastructure, which exploits diverse connectivity between par-
ticipants in a network and the cumulative bandwidth of network participants. To evaluate our approach, we
compare our system with previous decentralized ontology query answering system – KOANp2p to see the
potential advances.
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Chapter 1

Introduction

In this chapter, we discuss the scope of this deliverable, the motivation of our work, the state-of-the-art
research topics that are related to this deliverable, and how this deliverable is organized.

1.1 Motivation

Nowadays, ontologies are increasingly applied as backbones for the next generation information systems.
Many efforts have been made in both theoretical approaches [CGLR04, WVV+01] and real-life applications
[ABM05, DL06, CWW+06] in integrating databases using ontologies. People also have defined particular
semantics to process distributed ontologies that have mappings between each other [SBT05] and investi-
gated query answering over distributed data based on simple ontologies [GR03]. However, we find it difficult
to directly implement these approaches to our work in NeOn project. The major challenges to direct apply
these existing approaches can be typically concluded as following:

• Less work considers a decentralized and distributed scenario.

• When people consider interconnections between data sources, they normally don’t consider the dy-
namics of these data sources. For example, if the schema of a data source changes, the interconnec-
tion might collapse as the other data sources may not be able to recognize the changed schema.

• The developed tools normally either don’t support the above mentioned two points or have not been
widely deployed within real-life scenario.

Big organizations, such as Food and Agricultural Organization of United Nations (FAO) often have many
departments, maintaining distributed data that are reasonably interconnected. For example, KCEW, FIES
and GILW (different FAO departments) are now collaboratively developing semantic applications in the fishery
domain within NeOn project and they are sharing fishery data across departments which may locate around
the world. In order to take advantage of semantic technologies, FAO people have been trying to populate
ontologies from databases but they find it is quite inefficient to directly query large ontologies. Therefore,
they call for an approach to execute semantic query over the interconnected distributed databases in an
integrated manner.

1.2 Solution and Contribution

As the next generation ontology model, the networked ontology model [HRW+06] aims to provide enhanced
functionalities to handle dynamic and heterogeneous ontologies that are interconnected within a networking
scenario. We realize that managing heterogeneous, interconnected database has similar requirements and
scope for handling data in a distributed scenario. Also, as we will discuss in the next subsection, there have
been many efforts in integrating real life databases using ontologies[RGP06, ABM05, DL06]. Therefore,
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it’s possible to use networked ontologies to integrate distributed databases, realizing query answering over
distributed and interconnected databases. The potential benefit here is mainly contributed by convenient
maintenance and efficient processing of complicated interactions between databases across physical and
organizational boundary.

In this deliverable, we take advantage of recent development of networked ontologies model, introducing a
novel approach to integrated distributed databases using networked ontologies.

As our central contribution, we implement this approach by developing real life applications called
NeOnDBMap and NeOnQA to help integrating and querying distributed databases, respectively.

1. NeOnDBMap establishes the mapping between ontology and database schema and also supports cre-
ating mappings between ontologies. The ontologies and databases can be distributed. NeOnDBMap
creates ontology-databse schema mapping by lifting database schema into an ontology that can be
processed by reasoners, such as KAON2.

2. NeOnQA integrates the ontologies and mappings that are distributed and interconnected. NeOnQA
uses Oyster ere as metadata registry to identify the remote ontology resource and propagate local
resource.

We also evaluate our approach against FAO data. The evaluation results of our approach show that the
performance and usability of our actual system are satisfactory in the real life scenario:

1. The query answering results show the completeness of our approach of bridging database and ontol-
ogy that are distributed.

2. This approach is able to scale in a decentralized network.

3. The performance of NeOnQA system is comparatively better compare to previous systems, such as
KAONp2p, in many circumstances.

1.3 State-of-the-art

There are two major aspects of the relate work: one falls into the semantic web context, and the other is
related to classical data integration.

1.3.1 Semantic Web

Integrating relational databases and structured data has been always a hot topic in the Semantic Web com-
munity. There have been many efforts in developing applications to support querying semantic data by using
semantic web ontologies.

D2R Server1 uses the D2RQ mapping language to capture mappings between relational database schemata
and OWL/RDFS ontologies. The central object in D2RQ is the ClassMap which represents a mapping from
a set of entities described within the database, to a class or a group of similar classes of resources. Each
ClassMap has a set of property bridges, which specify the mapping from relational table column to class
property. D2R Server allows applications to query RDB using the SPARQL via a query rewriting approach.
Similar mapping mechanism and rewriting approach are employed in the SquirrelRDF project2, RDF Gate-
way3. Virtuoso4 recently has released a declarative meta schema language for mapping SQL data to RDF
ontologies. R2O [RGP06] is a Relational-to-OWL mapping language that provides an extensible set of prim-
itives with well-defined semantics.

1
http://sites.wiwiss.fu-berlin.de/suhl/bizer/d2r-server/

2
http://jena.sourceforge.net/SquirrelRDF

3
http://www.intellidimension.com

4
http://virtuoso.openlinksw.com

2006–2008 c© Copyright lies with the respective authors and their institutions.
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An and colleagues [ABM05] present a tool which could automatically infer the Local-as-View (LaV) map-
ping formulas from simple predicate correspondences between relational schema and formal ontologies.
Complete automatic approach to define semantic mapping is difficult, however, one enhancement could be
candidate mappings suggested automatically to assist and facilitate users in creating mappings between
schema and ontologies.

Dejing Dou and colleagues [DL06] propose an ontology-based framework called OntoGrate for relational
database integration. The mappings are defined by using bridge-axioms, and the queries are described by a
language called WEB-PDDL which will be rewritten into SQL queries for data retrieval. Piazza [HIM+04] is a
P2P-based data integration system with consideration of semantic web vision. The current system is imple-
mented with the XML data model for its mapping language and query answering. Francois [GR03] considers
theoretic aspects of answering query using views for semantic web, mainly focusing on description logic
formalism.[DL06] proposes a view based approach to query traditional Chinese medical data by integrating
relational databases using ontologies. A series of tools are provided to create and manage RDF ontology –
database schemata mappings, to support search and query functionalities.

In NeOn project, the semantic query over relational database is supported in F-logic semantics. However, it
is not feasible to integrate F-logic ontologies with OWL ontologies to establish an integrated query scheme.
As we adopt “dual language approach” in NeOn project, the OWL ontology schema support is still missing
for querying relational databases.

Our approach proposes distributed database integration by using networked ontologies, that are not con-
sidered in previous approaches. We take the advantage of networked ontology model that are potentially
advancing in handling dynamic and interconnect semantic data. We believe this networked ontology model
can also be well applied in managing distributed databases.

1.3.2 Classical Database Integration

Closely relevant areas from classical AI and database communities are commonly referred as logic-based
data integration [CG05] and ontology-based data integration [WVV+01] [CGL+04]. A popular approach is to
take the advantageous of description logics formalism to define the global ontology to mediate a set of hetero-
geneous data sources [CGL+04]. Calvanese and colleagues [CG05] propose a specific DL language called
ALCQI for ontology-based database integration. The conjunctive query answering in ALCQI-mediated
integration system is decidable. They also propose the DL-Lite, a specifically tailored restriction of ALCQI
that not only ensures tractability of query answering, but also keeping enough expressive power to capture
the fundamental aspects of conceptual data models.

Within the traditional database community, a substantial number of works have been done in data integration
over past couple of decades [HRO06]. Among them, one typical approach to query mediation is referred as
answering or rewriting queries using views[Hal01]. Most previous works has been focused on the relational
databases and XML data. For example, several general query rewriting algorithms, the bucket algorithm
[LRO96], the inver-rule algorithm [Qia96] and a more scalable rewriting algorithm called MiniCon [PH01],
have been proposed for rewriting queries using views.

Our work focus on applying the above mentioned theoretical advances, borrowing the idea of ontology in-
tegration for database integration, enhancing our system with up-to-date theoretical approaches, that are
typically not implemented in a real life application for actual users.

1.4 Overview of the Deliverable

In the following, we first discuss the overall updated integrated architecture for T1.4 in Chapter 2. Then in
Chapter 3, we present foundations of our approach for query answering, discovering and integrating dis-
tributed databases based on networked ontologies. Afterwards, we describe the overview of implementation
and corresponding applications for NeOnDBMap and NeOnQA in Chapter 4 and 5, respectively. We also
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evaluate of our approach against real life data to see the applicability and scalability of our system. Finally,
we conclude the major contributions of this deliverable and discuss possible future extensions in Chapter 6.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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Chapter 2

Overall Architecture

2.1 A Decentralized Structure in Distributed Environment

Traditional Communication topologies include the classic Client-Server mode, which is consisted of a server
with high computational capability, providing arbitrary services; and many clients with comparatively low
computational capability maintain the connection to the server and consume its services for the end-user.
Although such a paradigm holds the great advantages: (1) The distinguished and unambiguous responsibil-
ities between client and server; (2) and centralized data storage with high security level for administration, it
has still problems in: (1) The network traffic congestion, once the number of simultaneous client requests to
a given server increases. and (2) lack of the system robustness, since a critical server fail will cause all the
clients’ requests not to be fulfilled.

Peer

Peer

Peer

Peer

Peer

Peer

Figure 2.1: The decentralized network infrastructure of NeOnQA

Thus, NeOnQA relies on the decentralized network infrastructure (Figure 2.1), which exploits diverse con-
nectivity between participants in a network and the cumulative bandwidth of network participants. In detail,
each peer in the P2P network infrastructure holds a substantial number of ontologies as the local resource.
On the one hand, the peer will publish its local resource so that other can discover and access at the moment
of it starts. On the other hand, each peer can also get the information about the resources residing at other
peers, for either building the integration system or performing query tasks over the integrated system. When
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Figure 2.2: The updated integrated architecture for metadata management and query answering over dis-
tributed semantic data.

some peer exits, the robustness of the infrastructure makes the rest still work correctly.

In addition, some prerequisites for designing NeOnQA are necessary to be clarified and coincided: (1) As
several languages exist for ontology modeling, NeOnQA supports only the OWL-DL ontology, since it employs
KAON2 as its underlying infrastructure for ontology manipulation. (2) The URI of the ontology can be used
for its identification and we identify uniquely an ontology by its URI and the peer’s IP, in which this ontology
locates. In other words, it is allowed that homogenous ontologies (the ones that has the same URI) can exist
on different peers, but not on the same peer. (3) The metadata of a certain ontology in NeOnQA refers only
to the related ontologies that have mappings to the this certain ontology.

Please note: In this deliverable, peer also refers to distributed nodes.

2.2 Architecture of Components

Here we introduce the overall architecture for representing the positions of plug-ins that are developed along
with this deliverable (Figure 2.2).

• There are two rich GUI components for NeOnQA and NeOnDBMap, respectively, while they are have
their main applications running at the background.

• We use Oyster as both web service provider and ontology registry to manage local ontology repository
and propagate ontologies via internet.

• We apply Datamodel plug-in in Core NeOn Toolkit to provide API for processing ontologies and KAON2
as central engine for query answering over semantic data.

• All applications are centrally controlled by a distributed data management component in background.
This component controls the threads in data communication between multiple applications via Java
Sockets, web service and RMI connections.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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Chapter 3

Foundations and Approaches

In this chapter, we introduce some foundations for networked ontology management. As we assume readers
of this deliverable are familiar with OWL DL syntax and semantics, we introduce basis of conjunctive query
answering over OWL DL ontologies and mapping systems that cover database-ontology mapping. We also
discuss the distributed metadata that are used in this deliverable for discovering distributed resources.

3.1 Conjunctive Query Answering

In this deliverable, we assume readers are familiar with OWL DL syntax and semantics [BCM+03]. Let KB
be a OWL knowledge base, NP be a set of names such that all concepts and roles are in NP. An atom
P (s1, ..., sn) has the form P (s1, . . . , sn), denoted as P (s), where P ∈ NP, and si are either variables or
individuals from KB. An atom is called a DL-atom if P is a OWL-concept or role; it is called non-DL-atom
otherwise.

Definition 1 (Conjunctive Queries) Let x1, . . . , xn and y1, . . . , ym be sets of distinguished and non-
distinguished variables, denoted as x and y, respectively. A conjunctive query Q(x,y) over a KB is a
conjunction of atoms

∧
Pi(si), where the variables in si are contained in either x or y. We denote operator

π [MSS04] to translate Q(x,y) into a first-order formula with free variables x: π(Q(x,y))=∃y:
∧

(Pi(si)).

For Q1(x,y1) and Q2(x,y2) conjunctive queries, a query containment axiom Q2(x,y2) v Q1(x,y1) has
the following semantics:

π(Q2(x,y2) v Q1(x,y1)) = ∀x : π(Q1(x,y1))← π(Q2(x,y2))

Definition 2 (Conjunctive Query Answering) An answer of a conjunctive query Q(x,y) w.r.t. KB is an
assignment θ of individuals to distinguished variables, using Ans(Q, KB) as a function, such that π(KB) |=
π(Q(xθ,y)).

We refer readers to [MSS04, HT00] for further issues in conjunctive query answering for ontologies.

We follow the general framework of [Len02] to formalize the notion of a mapping system for DL ontologies,
where mappings are expressed as correspondences between conjunctive queries1 over ontologies.

3.2 Mapping Systems for Integration

Since we focus on querying heterogeneous databases in an integrated manner, after selecting the target
database, there are two major steps: (1) Identifying how this target database relates to other databases on
different distributed nodes; (2) integrating the related databases with target database.

1We denote a conjunctive query as q(x,y), with x and y sets of distinguished and non-distinguished variables, respectively.
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Normally, mappings are used to represent the relationships between database schema. In our approach,
we do not directly process the database schema mappings. Instead, we lift database schema into ontology
and represent the database schema mappings using ontology mappings. Managing ontology mapping and
monitor the dynamics of ontologies connected by mappings are central concerns of networked ontology
research [HRW+06].

In NeOnQA, on the one hand, we query and integrate heterogeneous ontologies that are distributed with
mappings similar to our previous work in [WHP07, HW07]. On the other hand, we use the approach intro-
duced by Motik and colleagues [MHS07] to process the integration of local OWL DL ontologies and relational
databases. Based on these works, we develop a distributed database integration system (Figure 3.1) to
support querying distributed databases using ontologies.

Let’s first look at the definition of an OWL DL ontology mapping system [HW07]: We follow the framework of
[Len02] to formalize the notion of an OWL DL ontology mapping system, where mappings are represented
as correspondences between conjunctive queries over ontologies.2

Definition 3 (Mapping System) An mapping systemMS is a triple (S, T ,M), where

• S is the source ontology, T is the target ontology,

• M is the mapping between S and T , i.e. a set of assertions qS  qT , where qS and qT are conjunctive
queries over S and T , respectively, with the same set of distinguished variables x, and ∈ {v,w,≡
}.

An assertion qS v qT is called a sound mapping, requiring that qS is contained by qT w.r.t. S ∪ T ; an
assertion qS w qT is called a complete mapping, requiring that qT is contained by qS w.r.t. S ∪ T ; and an
assertion qS ≡ qT is called an exact mapping, requiring it to be sound and complete.
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R1 
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Ri 
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Mi
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i

…

…

…

Mos
t

Figure 3.1: Distributed databases integration system.

In [HM] the semantics of the mapping system has been defined by translation into first-order logic. The
intuitions behind the semantics of the main inference task forMS, i.e. computing answers for a conjunctive
query Q(x,y) w.r.t.MS have been discussed in [HW07]. We can see from Figure 3.1, ontologies that are
mapped to database schemata forms an OWL DL ontology mapping system which enables query answering
over distributed ontologies.

We follow the work in [MHS07] to define the mappings between OWL DL ontologies and database schema.
2We denote a conjunctive query as q(x,y), with x and y sets of distinguished and non-distinguished variables, respectively.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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Definition 4 (Ontology-Schema Mapping) An ontology-schema mapping system MSos is a triple
(O, DB,Mos), where

• O is the source ontology, R is the target schema of of a relational database,

• Mos is the mapping between O and R, i.e. a set of assertions qS  qT , where qS and qT are
conjunctive queries over O and R, respectively, with the same set of distinguished variables x, and
 ∈ {v,w,≡}.

In Figure 3.1, on each distributed node, the semantic query are interpreted to retrieve the answers from
databases. We refer readers to [MHS07] for the technical details of this interpretation.

3.3 Distributed Database Integration System

Then we define the distributed database integration system. In the following, we denote I = {1, . . . , n}, n ∈
N and i 6= j; i, j ∈ I .

Definition 5 (Distributed Database Integration System) A distributed database integration system is a
triple ({MSi}, {MSos

i }, {DBi}), where

1. {MSi} is a set of OWL DL ontology mapping systems which involves a set of ontologies {Oi} with a
single target ontology Ot;

2. {MSos
i } is set of ontology-schema mapping systems which involves a set of ontologies {Oi} and

database schemata {Ri};

3. {DBi} is set of databases with schemata {Ri} and target database DBt.

Let Q(x,y) be a conjunctive query over database DBt. The query answering for DBt is to compute answers
of conjunctive query Q(x,y) over Ot.

Based on the foundations discussed above, we can implement NeOnQA system. The developed applications
will be introduced in Section 3.2 and evaluated in Section 5.3

3.4 Metadata for Distributed Ontologies

In NeOnQA, we follow the successful approach of expertise-based node selection [HSvH04], which has al-
ready been applied in the node-to-node systems Bibster [HBE+04] and Oyster [PH05]. In this approach,
nodes advertise their resource descriptions according to the metadata ontology in the network to form ac-
quaintances, whereby the nodes are fully autonomous in choosing their acquaintances. Moreover, we as-
sume there is no global control in the form of a global registry to manage acquaintances. Acquaintances are
managed in a decentralized manner, i.e. by the individual node using its metadata registry. Here we briefly
introduce the metadata to describe distributed nodes and mappings between ontologies.

For the description of ontology metadata we rely on OMV, the Ontology Metadata Vocabulary [HSH+05]. The
extensions required to model metadata of nodes are realized as an extension to the OMV ontology, called
P-OMV. Figure 3.2 shows an overview of the P-OMV ontology. 3

Each NeOnQA node carries a unique ID (UID) to be identified. We simply use IP addresses in NeOnQA. In
addition to the unique identifier, each node carries a name for identification, which is primarily used for human
interpretation. The expertise is an abstract description of the node in terms of some topic ontology. The
property acquaintedWith describes the acquaintances of a node with other nodes. The node-to-node

3http://omv.ontoware.org/

http://omv.ontoware.org/
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Figure 3.2: Overview of the P-OMV Ontology

network then consists of local nodes, each with a set of acquaintances, which define the node-to-node
network topology. The property providesOntology describes the relationship between the node and
the ontologies provided by the node. It is essential for locating relevant information resources in the network.

The property providesMapping is used to describe which mappings between ontologies a node provides.
Mappings are used to describe the correspondences between different ontologies provided by the nodes.
The properties sourceOntology and targetOntology specify the ontologies that are being mapped.
In general, mappings need not be symmetric, a distinction between mapping source and target is therefore
required. The property mappingLanguage is used to indicate the language that is used to express the
mapping.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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Chapter 4

NeOnDBMap – Creating Mappings between
Ontologies and Database Schemata

4.1 Overview

The distributed query answering system, NeOnQA, is supported by a graphical mapping component –
NeOnDBMap, which enables the creation of two kinds of mappings: the ontology mapping and the database
schema mapping. By using this component, users can establish an ontology representing the schema of a
remote or local MySQL database. Furthermore, user can create mappings between the ontology that lifted
from database schema and other ontologies by means of ontology mappings. All the created mappings
are automatically persisted together with other ontologies that can be integrated for query answering. The
following Figure 4.1 gives a general view of NeOnDBMap.

4.1.1 Create a Database Schema Mapping

Following the foundations and approaches introduced in Chapter 3, here we introduce the work flow of creat-
ing a database schema mapping. NeOnDBMap currently only supports MySQL database, other databases
like Oracle and DB2 will be taken into account in near future. As shown on the left side of Figure 4.2, a
connection to the user defined MySQL database should be established first so that its schema information
can be extracted and organized as a tree-like structure for. Users can arbitrarily create an OWL class based
on the database schema by specifying a certain table column in the database schema. Users can also cre-
ate a property instance (such as ObjectProperty, DataProperty and AnnotationProperty, etc.) by specifying
the relationship between two columns in the table. The mapping is established manually according to the
semantics implied by the database schema. At the end, the mapping will be represented as an ontology
document and stored as an ontology in the local ontology repository. As we have implement NeOnDBMap
as a NeOn Toolkit plug-in, the stored ontology can be directly exported to ontology projects in NeOn Toolkit.

4.1.2 Create an OWL Ontology Mapping

Here we introduce the workflow of creating an OWL ontology mapping (the right side of Figure 4.2). It is
started by specifying two local ontologies (which can also be database schema mappings), extracting and
forming their TBoxes and RBoxes to tree-like structures. Users can then manually define mappings which
bridges the entities from the both sides with same types, such as OWLClass-mapping, ObjectProperty-
mapping, and so on. All successfully created mapping entries will be persisted into an XML-based ontology
document and stored into the ontology projects in NeOn Toolkit for further actions.



D1.4.2 Metadata Management and Reasoning with Networked Ontologies in Distributed Environment Page 19 of 39

Database Schema

Database Schema
Mapping

OWL Ontology

OWL Ontology 
Mapping

OWL Ontology 
Mapping

MySQL Database

OWL Ontology

The mapping component
creates two types of mappings

Figure 4.1: Architecture of NeOnDBMap.
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Figure 4.2: The work flow of two parts in NeOnDBMap.

2006–2008 c© Copyright lies with the respective authors and their institutions.



Page 20 of 39 NeOn Integrated Project EU-IST-027595

4.2 Use Cases

Now we present two use cases to get started with NeOnDBMap. In the first scenario, we intend to create
a database schema mapping for the database FIGIS1 residing locally(Please note: Remote databases can
be also accessed by specifying its IP address with the database name). The sample procedure can be as
follows:

• Step 1: We should first connect to the database by specifying the database’s address, its username
and password. If the connection successfully established, the database schema would be automati-
cally extracted as a tree-like structure as shown in Figure 4.3.

• Step 2: Now we can manually select a certain column to create an OWLClass-mapping, or two columns
in the same table to create an ObjecProperty, DataProperty or AnnotationProperty. The creation of
mapping entries is usually according to the semantics involving in the database schema. (Figure 4.3)

• Step 3: Do not forget to click the “save” button to persist this database schema mapping after all the
necessary mapping entries has been created. (Figure 4.5)

In the second scenario, we intend to create an OWL ontology mapping which bridge two local ontologies with
the URIs: http://www.loa-cnr.it/Files/DLPOnts/DOLCE and http://swrc.ontoware.
org/ontology.

• Step 1: We should first open two OWL ontologies from the file system. As shown in Figure 4.6, the
TBoxes and RBoxes of these two ontologies are extracted once after they are opened.

• Step 2: Then we can manually select the OWL entities on the both sides (OWLClass, ObjectProp-
erty or DataProperty) with the same type to create mapping entries. Mapping relation can be either
“sub-relation” (indicating “subClassOf” if two OWLClass-es selected), “super-relation” (indicating “su-
perClassOf” if two OWLClass-es selected), or “equivalent-relation” (indicating “equivalentClassOf” if
two OWLClass-es selected). (Figure 4.7 and Figure 4.8)

• Step 2: Similarly to the creation of database schema mapping, it is also necessary to click the “save”
button to persist the mapping file at last. (Figure 4.9)

1http://www.fao.org/fi/figis/index.jsp

http://www.loa- cnr.it/Files/DLPOnts/DOLCE
http://swrc.ontoware.org/ ontology
http://swrc.ontoware.org/ ontology
http://www.fao.org/fi/figis/ index.jsp
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A MySQL database has been opened via specifying 
its address, username and password.

After successfully connected to the database, 
the mapping component will automatically 
extract its schema information – a list of table 
names with their columns names attached.

Figure 4.3: Connecting to a MySQL database.

Now users can manually define the mapping 
entries by selecting appropriate column names. 

Figure 4.4: Editing mapping entries.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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After finished defining the mapping entries, 
user should click the “save” button to create 

a mapping file for persisting.

Figure 4.5: Saving a database schema mapping to the file system.

User should firstly specify two 
local OWL ontologies and open 
them to archive their Tboxes.

The mapping comonent will predefine the 
URI and file name of the OWL ontology 
mapping after two ontologies opened.

Figure 4.6: Open two local OWL ontologies.
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Manually add an equivalent class mapping 
relation between “GraduateStudent” 

and “Graduate”.

Figure 4.7: Manually editing mapping entries.

Add mapping entries one by one.

Figure 4.8: Manually editing mapping entries.
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After finished editing, user should click 
the “save” button to persist the 

mapping file for further integration tasks.

Figure 4.9: Saving an OWL ontology mapping to the file system.
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Chapter 5

NeOnQA – An Infrastructure for Distributed
Query Answering over Semantic Data

5.1 Overview of Structure

After creating ontologies that represent relational database schemata and mappings between ontologies
by using NeOnDBMap, we need to integrate the ontologies and mappings and perform distributed query
answering tasks. We have developed an application, called NeOnQA, to support semantic query answering
over integrated distributed semantic data, including ontologies and relational databases. In this section,
we first provide a brief overview of NeOnQA. Figure 5.1 depicts an architecture of one NeOnQA node that
interacts with other NeOnQA nodes in the distributed network. Next, we introduce the components in this
architecture in detail.

NeOnQA API / GUI

Query Manager

ReasonerMetadata Registry

Local Repository

Databases

Integrated Schema

Ontologies
Mappings

D
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trib
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te
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Local Access

Query Virtual
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Resource
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Query Answer
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Remote

Access

Distributed Network

Node

Node Node

Figure 5.1: Overview of NeOnQA Architecture

The local repository consists of databases, mappings and ontologies. In this deliverable, we consider ontolo-
gies as OWL DL ontologies and mappings as database-ontology mappings, or ontology-ontology mappings.

2006–2008 c© Copyright lies with the respective authors and their institutions.
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The mappings are responsible for linking heterogeneous resources. The local repository can be shared in
the distributed network.

The integrated schema provides an integrated view towards the local repository. We apply logic integration
to the database schema and ontology TBox, formulating an integrated schema using mappings. It therefore
doesn’t matter whether the data are stored in database or ontology ABox as we only need to query against the
integrated schema. We can also access and integrate remote databases and ontologies by using distributed
control unit introduced later. Here we mainly focus on discussing the approaches for integrating databases as
our previous work have addressed the problem of distributed ontology ABox integration and query answering
[HW07].

The query manager is the component responsible for answering queries over extracted database schemata
in the distributed network. Here we consider queries as conjunctive queries over OWL DL ontologies that
are mapped with database schemata. The query process can be divided into two steps: Resource selection
and query answering.

1. The purpose of the resource selection is to search resources in the distributed network that are rel-
evant to answer a particular query using the metadata registry. The Metadata Registry maintains
metadata about resources available (i.e. nodes, ontologies, and mappings), which may be accessible
either locally or remotely in the distributed network. We extend the selection approach introduced in
our previous work [HW07] by enabling the identification of mappings in the metadata of distributed
nodes. We introduce a concept of "integrated schema" that logically integrates relevant databases and
mappings in the distributed network, represented using the mapping formalism described in Section
3.2.

2. In the step of query answering, the query is evaluated against the integrated schema by the reasoner.
In NeOnQA, we rely on KAON2 as the underlying reasoning engine, as KAON2 does not retrieve the
remote data but only accesses the remote schema [HW07].

The distributed control unit is an important component that is mostly different from the P2P network sub-layer
introduced in [HW07]. On the on hand, we use web service to propagate the resource in local repository.
On the other hand, the communications with remote nodes for retrieving schema or sending results are
established by direct JAVA socket connection due to overheads occurred in our real life experiments in using
web service for data transfer.

Users can issue queries by using NeOnQA GUI and API, get results of queries, identify local and remote
resource, and manage the local system. We use SPARQL. as conjunctive query language in NeOnQA.

5.2 Application

After a theoretical introduction and overview of implementation of NeOnQA provided in previous sections, this
section is concerning about an actual application. We expect user to have a brief understanding to NeOnQA
through comprehensive depiction with screenshots about how to get started using NeOnQA. This section
includes three aspects: (1) Server and configuration, (2) resource selection and metadata.

5.2.1 The Server and Configuration

In the scenario of distributed network, each node should be a client that can access the local or remote
ontologies, which are representing schemata of database, and meanwhile, each node also publishes local
resources. Different from other networked ontology systems like KAONp2p [HW07], we have three different
data communication mechanisms between nodes simultaneously:

• Classic TCP connections between distributed nodes for transferring query answering requests and
results;
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Figure 5.2: The server configuration component.

• Java Remote Method Invocation (RMI) for connection with KAON2 server and databases;

• Oyster service for ontology metadata propagation and discovery.

Based on these communication mechanisms, we implement an application for server configuration (c.f. Fig-
ure 5.2). This part is consisted of three buttons embed into the toolbar on the top of the eclipse framework.
They are illustrated from right to left as follows:

• The Folder Configuration button specifies the location of local ontologies. Configuration will
be persisted when the application exits and restored when restarts. However, please note the folder
can not be changed during the execution of KAON2 server.

• The Start Server button enables a facility to start the KAON2 and Oyster2, loads local ontologies,
and also initialize internal services to allow interaction with remote nodes, which are all supposed to
be in a global network. Starting the server is the first step to run this application.

• The Stop Server button is used to terminate the KAON2 server and Oyster2, empty the data model
instances and stop internal services. Please note: Clicking this button is a mandatory step before exit
the application for correct future operations.

5.2.2 Resource Selection and Metadata Management

The ontology navigator keeps a group of nodes under control. Each node is presented by its IP address,
with a list of its ontologies (indicated by the URIs) appended. All the entries are gathered together to build
up a tree-like structure so that users can intuitively identify which ontology belongs to which node. Once the
Start Server button is clicked, the local node with its ontology information are added into this tree. To add a
remote node, user can simply click the Add button, either put selection from node information retrieved by
Oyster2 or manually type in the IP address of desired node. Then the information about ontologies and their

2006–2008 c© Copyright lies with the respective authors and their institutions.
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far retrieved peers and 

its ontologies
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a new node
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Figure 5.3: Resource selection component.

mapping metadata from this node will be also obtained by accessing appropriate remote services. After that,
a data model for this new node will be built up and appended as a node to the navigator tree. The screenshot
related to the ontology navigator part is shown in Figure 5.3

When a certain ontology is selected in the navigator, the correspond ontology metadata loading from Oyster
will be shown in the metadata management part. As shown in Figure 5.4, existing related ontologies are
outlined in a list viewer, which could be either located in local or in remote. Related ontologies are identified
by its URI, together with its node’s IP address. New related ontologies can be selected from the currently
accessible ontologies, by means of a set of widgets below. Of course entries in the list can also be removed so
that certain related ontologies are excluded from the integration scope. The button Set This Ontology
for Query is a critical task for the preparation of query answering tasks, since it will analyze implicitly the
related ontologies with their locations, calculate an optimized solution for a suit of distributed query so that
the query task can be performed under a highest level of concurrency.

5.2.3 Query Answering

The precondition of a query task is that a target ontology has to be chosen for querying by clicking the Set
This Ontology for Query button in the metadata management part. If satisfied, users can then put
in the query by using the SPARQL language and query over this ontology, which has already been integrated
with its related ontologies. After a query is executed, the time cost is presented. All the answers, either
originated from each ontology itself or generated from the deductive reasoning progresses after integrating
these ontologies, are collected in a list to the result viewer. The query answering part is shown in Figure 5.5.
Please note the ontology here is either an OWL DL ontology or an ontology representing a database schema.
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Figure 5.4: Metadata management component.

Figure 5.5: The query answering component.
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5.3 Experimental Evaluation

After the concrete description about the NeOnQA, this section outlines two specific use cases to evaluate the
functionalities, scalability and performance of our approach. The scenario and results for each use case are
depicted as follows. We intend to show that NeOnQA is fully functioned for integrating heterogenous data
sources including ontologies and relational databases, and more efficient on distributed query answering
over semantic data.

5.3.1 Heterogenous Data Integration

Before performing the evaluation illustrated as follows, we prepared a set of ontologies and two MySQL
databases for integration and query answering purposes, which were containing real-life data from FAO. The
ontologies could be divided into two categories with different schema: one followed the FIGIS ontology 1

and the other followed the ASFA ontology2. Each node held a data set with a size of approximately 8-10
MByte. The two MySQL databases were established with heterogenous schemas at different locations, each
of which contained also a data set with a volume of ca. 10 MByte for ASFA and FIGIS databases. Further,
we predefined two ontology-schema mappings to connect to these databases respectively and an ontology
mappings according to our mapping formalism to relate the FIGIS ontology with the ASFA ontology in both
directions.

We evaluated the functionality and scalability of NeOnQA to integrate heterogenous data sources by present-
ing four experimental deployments – (1) a two-node established network infrastructure, each of which held
an ontology (one FIGIS and one ASFA); (2)a four-node established network infrastructure, each of which
held an ontology (two FIGISs and two ASFAs); (3) a four-node established network infrastructure, three of
which held ontologies (one FIGIS and two ASFAs) and the rest held an ontology-schema mapping; (4) an
eight-node established network infrastructure, six of which held ontologies (three FIGISs and three ASFAs)
and the rest two held the ontology-schema mappings.

For each experimental deployment, we manually put the ontology mapping on an arbitrary node and choose
it to performed integration work. Three SPARQL queries from the FIGIS benchmark of different complexity
were selected and computed over each of the integrated information systems3:

• SELECT ?x WHERE { ?x rdf:type ub:Area }

• SELECT ?x ?y WHERE { ?x rdf:type Area .
?y rdf:type ub:hasName . ?y ub:hasProduct ?x}

• SELECT ?x ?y ?z WHERE { ?x rdf:type ub:Area .
?y rdf:type ub:LongName . ?z rdf:type ub:Product .
?x ub:hasProduct ?z . ?z ub:hasName ?y .
?x ub:hasName ?y }

In order to reflect the effectiveness in the integration work of NeOnQA, we disabled the distributed com-
putation capability when answering these queries. This was realized by explicitly defining each ontology
(either a FIGIS ontology, an ASFA ontology or an ontology-schema mapping) holding all other ontologies
as its “related ontologies”. The results of computing these queries under each deployment are depicted in
Figure 5.6.

The results show that, the time cost for query answering are proportionally increased with the size of data in
the integrated information system (from experiment 1 of ca. 20 MByte, experiment 2 of ca. 40 MByte and
experiment 3 of ca. 80 MByte), but slightly affected by the form of data sources (from experiment 2 with four
ontologies and experiment 3 with 3 ontologies and one relational database).

1http://www.fao.org/fishery/figis/
2http://www.fao.org/fishery/asfa/
3The prefix ub stands for FIGIS ontology

http://www.fao.org/fishery/figis/
http://www.fao.org/fishery/asfa/
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Figure 5.6: The time consumption of three queries for different size of integrated data.

5.3.2 Query Answering over Integrated System

In this section, we present experimental results for evaluating the cost for query answering by NeOnQA. We
focus on the performance comparisons with another approach called KAONp2p – the one also developed
for computing queries over ontology integration systems in a decentralized setting. In Section 1.3 we’ve
already given a brief introduction for this approach, which employs a similar expressive mapping formalism
for mediating heterogeneous ontologies as NeOnQA, and gathers needed parts of remote ontologies into
local to compute queries. Since the performance of query answering in KAONp2p is essentially dominated
by the size of the data [HW07], we stand for the point of affections by the degree of ontology distribution and
heterogeneity, to show how NeOnQA has its improvement in distributed computation.

We again employed the FIGIS and ASFA ontologies the same queries used in the previous section to evaluate
the performance differences between NeOnQA and KAONp2p. Three experiments designed in terms of the
degree of distribution were implemented under two scenarios: (1) the network infrastructure built by NeOnQA
and (2) the network infrastructure built by KAONp2p. We deployed a four-node network infrastructure. Each
node held one ontology that represents as database schema (O1 on node 1, O2 on node 2, O3 on node 3,
O4 on node 4). We assumed that O1 had been predefined to have relations to other three ontologies.

Unlike ontologies, the interconnections between database schemata are usually controlled by users, there-
fore we can define whether two ontologies that represent database schemata have mapping between each
other.

Within each experiment, all the three queries were executed on node 1 under different situations of integrity.
The results were:

• In the first experiment, we defined additionally that all the other three ontologies had relations between
each other by specifying the metadata of each ontology in NeOnQA. Queries were performed over
such an integrated information system both in NeOnQA and KAONp2p. (The time consumption for
both cases is shown in Figure 5.7.)

• In the second experiment, we defined additionally that O2 and O3 were related with mapping, but
not together with O4. Queries were performed over such an integrated information system both in
NeOnQA and KAONp2p. (The time consumption for both cases is shown in Figure5.8.)

2006–2008 c© Copyright lies with the respective authors and their institutions.
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Figure 5.7: The Time consumption in experiment 1.

• In the third experiment, we defined additionally that there’s no relations between O2, O3 and O4.
Queries were also performed over such an integrated information system both in NeOnQA and
KAONp2p. (The time consumption for both cases is shown in Figure 5.9.

In the above three experiments, we consistently had the same number of answers for each queries, whereas
there were 10026 answers for query 1, 5764 answers for query 2 and 9 answers for query 3. The results
were obvious: (1) NeOnQA consumed slightly higher time to perform distributed query answering in the first
experiment due to network overheads caused by extra data communications (including transmitting virtual
ontologies, queries and also answers); (2) it showed large improvements in the next two ones since NeOnQA
had additional analysis of the ontology metadata and computed the queries with maximum possible distribu-
tion and concurrency, that is, queries were performed at the same time on two nodes in experiments 2 and
on three nodes in experiment 3.

5.3.3 Summary

Through the two evaluations we’ve successfully integrated heterogenous data sources in different scales and
performed queries over the integrated systems . On the one hand, arbitrary number of ontologies and rela-
tional databases can be integrated in a decentralized way to form a single view of integration system through
appropriate mappings. On the other hand, queries over integrated information system can be computed
without losing any answer, whereas its performance greatly affected by the relations between autonomous
data sources. These two aspects implicitly reflects the performance and effectiveness of NeOnQA for infor-
mation integration and query answering. According to the evaluations, we argue that although the size of the
integrated data dominates essentially to the performance of query answering, the mechanism of distributed
computation is indeed an effective solution for real life data.
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Figure 5.8: The Time consumption in experiment 2.
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Figure 5.9: The Time consumption in experiment 3.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This deliverable provided an introduction to current development of tool-support of database integration and
query answering over autonomous, heterogenous data sources and presented two novel applications that
support the integration and query answering tasks: NeOnDBMap and NeOnQA.

• A visualized tool, NeOnDBMap, was introduced to create ontology- database mappings for relational
databases. NeOnDBMap enables users to involve traditional databases into a semantic information
integration system, and retrieve answers from them by performing a deductive query by using our
optimized distributed query answering tool – NeOnQA.

• NeOnQA was established based on an integrated distributed network infrastructure, in which nodes
were interacting with each other while ontologies were still residing on distributed nodes. Under such
an environment, users on arbitrary nodes were able to discover and manage heterogenous ontologies
either on local or at remote node and perform query answering tasks with a simple and intuitive manner.

Besides, the fundamental facilities for ontology management were employed from underlying tools (KAON2,
Oyster).

NeOnDBMap and NeOnQA provided an effective way to build semantic integration systems, and optimized
the performance of query answering over these integration systems. The contribution of this deliverable falls
into two aspects in detail:

• For issues related to data integration, it employed the progresses from several research efforts to
establish a model for heterogenous data integration. Data sources could either be traditional relational
databases or ontologies containing actual data and local schemas. A group of global ontologies built
up a decentralized and networked structure to define the mappings between these autonomous data
sources. Users on the top had an overview of the integration system and perform query answering
tasks over it.

• For issues related to query answering, it took especially the distributed query answering into account
and proposed an mechanism to perform distributed computation capability for query answering. As
queries were concurrently executed on several nodes, it balances largely on the computation load and
performance optimization.

Our approach was illustrated both in theoretical and practical points of views throughout this deliverable. We
first discussed its theoretical basis on how to integrate heterogenous data sources (OWL DL ontologies and
relational databases) and how to compute queries over an integrated information system. We gave a brief
depiction to its paradigm, its architecture and its work flows with a comprehensive explanation. We provided
a suit of intuitive and concrete guidelines for its usage. Through a series of use cases elaborated, our work
in this deliverable had been substantiated to fully satisfied the motivation described in Chapter 1.
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6.2 Future Work

There are several research directions which stem from the work presented in this deliverable:

• Data integration is a major problem in the Semantic Web that many researches concentrate in. Inte-
grating heterogenous data sources, especially in dealing with other data formats, such as XML data,
should be further considered. Further, automatic database schema import and mapping to ontology is
another direct advance that we going to pursue.

• Query answering. Concerning query answering, there are several future directions. An obvious next
step will be deploying advanced peer-to-peer query answering approaches from traditional database
community, which has been proved to be efficient, mature and robust [HIM+04]. Another future work
could be applying preference based approach for consistent semantic query answering over inconsis-
tent databases that are believed to be common on today’s Web.

The work will continue and devote to provide a finely encapsuled platform within distributed network infras-
tructure for better data integration and query answering in the NeOn project.
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